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Intro Sig. classif. & BCI Brain Reading Source localization

◦ Which signals ?
[Non-invasive technologies]

- EEG
- MEG
- fMRI

◦ Real-life issues ?

- Medical diagnose
- Brain understanding

· Source localisation
· Brain reading

◦ Machine-Learning issues ?

- Classification
- Regression
- + Transfer
- + Specific framework : 0-shot learning
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Raw data

⇒ Spatio-(temporal) data, sensor networks
⇒ Personalized signal

Non-invasive technologies

◦ fMRI

◦ MEG

◦ EEG

weak temporal
aspect
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Issues & machine learning approaches

Source localization

Signal 
classification

Regression

General problem ML techniques Specific settings

Inverse problem

Signal (pre-)Processing
Classifier (SVM, Ridge, LASSO)

Riemannian Geometry
Transfer learningP300

BCI

Seizure 
detection

Brain Reading

Convolutional network 
(deep learning)

Neural network
Latent representation

Transfer learning
0-shot learning
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1 Introduction

2 Signal classification for BCI applications
Old school processing chain
Opportunities in ML for EEG
Riemannian Geometry

3 Brain Reading

4 Source localization
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Signal aquisition

Brain Computer Interface : P300-speller

Communication process

◦ Line/Column brief enlightenment
= stimulus

◦ Brain response (300ms later)

Signal characteristics

◦ Good temporal resolution / bad spatial resolution

◦ High noise level...

◦ ... Require redundancy : aim = recognize the 30 positive
samples among the 180 = 12× 15 row and columns
intensifications (for one character)
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X-EG Datasets

◦ Spatial information : sensors are placed according to
standard patterns, e.g. :

EEG : 14 (epoc), 64 (usually), 118...
MEG : > 300, 2 kind of sensors

◦ Temporal Information : usual sampling 30Hz < f < 1000Hz
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Dataset & notations

Time
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◦ N samples can be divided in U users

◦ Each user can be splitted in Ns sessions
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Difficulties

P300 exemples :

◦ Data from the BCI
Competition 2003 provided by
the Wadsworth Institute

◦ EEG acquisition : 64 Channels
scalp sampled at 240 Hz

◦ Single user and 3 acquisition
sessions spelling (5,6 and 8
words)
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Positive & negative samples

Unbalanced dataset & (very) high noise level !
⇒ ML techniques are not able to tackle efficiently raw data (yet)
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Processing chain

BCI Control Scheme

Types of tasks?

1. self-initiated mental imagery tasks
2. focus of attention to one of several external stimuli

Crédit : M. Tangermann

Step 1 : how to reduce the noise level ?

Vincent Guigue ML & brain signals 10/51



Intro Sig. classif. & BCI Brain Reading Source localization

Sample aggregation Credit : Patel and Azzam, 2005

Event Related Potential (mean of signals) :

Over one channel
Over the scalp

◦ A powerful tool to understand...

◦ ... Harder to classify single sample.

Patel and Azzam, 2005

Characterization of N200 and P300 : Selected Studies of the
Event-Related Potential
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Filtering

◦ Phenomenon to catch = low
frequency

◦ Noise ≈ high frequency

⇒ Low pass filter

◦ Extract 666-ms length
signal after the
intensification (P300
phenomena)

◦ Bandpass filtering and
signal decimation : 0.1-20
Hz

◦ Each channel is composed
of 14 samples
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Filtering + sample aggregation

The problem remain difficult :
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Filtering + sample aggregation

The problem remain difficult :
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Spatial aggregation : Concatenation
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◦ Linear classifier :

f (xi ) =
∑

j

wjxij ≈ yi

◦ No satisfactory performances

◦ ⇒ (bloc) feature selection : finding which channel are
important... Or not. = eliminating bloc of w
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Spatial sensor selection

Our solution to win BCI Competition III : Dataset II : channel
selection

◦ filtering 0.1-20 Hz + signal decimation (14 measures / signal)

◦ post-stimulus signals coming from the spelling of a single
word as training set

◦ Linear Support Vector Machines

◦ Feature selection by Recursive Channel Elimination with
criterion

Crit =
TP

TP + FP + FN

Intuition : select the subset of channels that maximizes this
criterion

A. Rakotomamonjy, V. Guigue, 2008

BCI Competition III : Dataset II - Ensemble of SVMs for BCI P300 speller
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Recursive Channel Elimination

A simple (& costly) approach :

Initialization : RANKED= ∅ ; CHANNEL= [1, · · · , d ] ;
while CHANNEL is not empty do

for i in CHANNEL do
Remove temporarily channel i in CHANNEL;
Learn a linear SVM with the remaining channel;

Compute ranking criterion Crit−(i);

end

RANKCHAN= arg mini Crit
−(i) ;

RANKED = [ RANKCHAN RANKED ];
CHANNEL = CHANNEL / RANKCHAN ;

end
Algorithm 1: Variable ranking with backwards algorithm
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Recursive Channel Elimination

A simple (& costly) approach :

Initialization : RANKED= ∅ ; CHANNEL= [1, · · · , d ] ;
while CHANNEL is not empty do

for i in CHANNEL do
Remove temporarily channel i in CHANNEL;
Learn a linear SVM with the remaining channel;

Compute ranking criterion Crit−(i);

end

RANKCHAN= arg mini Crit
−(i) ;

RANKED = [ RANKCHAN RANKED ];
CHANNEL = CHANNEL / RANKCHAN ;

end
Algorithm 2: Variable ranking with backwards algorithm
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Feature Selection Results

◦ learning with 2 different
sets lead to very different
results

◦ best number of channels
varies between 10 and 30

◦ performance varies
between 0.35 and 0.46 0 10 20 30 40 50 60
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Number of channels

Acquisition 1
Acquisition 2

Sessions 10 Top Ranked Channels

1 9 15 18 36 40 55 56 59 63 64

2 18 39 53 55 56 58 59 60 61 64

3 9 18 40 48 53 55 56 58 61 64

4 10 18 33 42 46 55 56 58 60 64

5 16 22 39 40 50 56 57 60 61 62
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Processing chain

BCI Control Scheme

Types of tasks?

1. self-initiated mental imagery tasks
2. focus of attention to one of several external stimuli

Crédit : M. Tangermann

Step 2 : which classifier ?
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Several alternatives (even for linear classifier)

Classical(& robust) linear classifier :

f (xi ) =
∑

j

wjxij ≈ yi

◦ Logistic Regression (max likelihood)

w? = arg max
w

∏

i

P(sw(xi ) = 1|xi )yi×[1−P(sw(xi ) = 1|xi )]1−yi

◦ SVM (L1 cost, L2 regularization)
◦ LASSO (L2 cost, L1 regularization)
◦ Ridge regression (L2 cost, L2 regularization)

w? = arg max
w

∑

i

∆(fw(xi ), yi ) + λΩ(w)

No impact in our chain... But many opportunities in other contexts.
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Single classifier vs Ensemble of classifiers

◦ High signal variability ⇒ require robust classifier

◦ Single classifier fails...

◦ ... Ensemble of classifiers succeed !

Using ensemble of classifiers...

◦ is a way to robustify statistical decision

◦ & became a basic rule to obtain good Kaggle performances

⇒ Require a way to merge outputs.
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Merging classifiers

Each classifier is trained on a word (sessions contain resp. 5, 6 and
8 words).

How to recognize a character from the 15 sequences ?

◦ Let xi be post-stimulus signal associated to the illumination of
a row or a column

◦ Each classifier scores bxi through fk(bxi )

◦ Update the overall score of the given row/column

Src = Src +
∑

k

fk(bxi )

◦ After all the sequences, select the character which corresponds
to the highest row and columns scores.

Vincent Guigue ML & brain signals 21/51



Intro Sig. classif. & BCI Brain Reading Source localization

Characters Spelling Results

Nb. of sequences
Algorithms 1 2 3 4 5 6 7 10

10 preselected channels and single SVM 14 6 6 0 1 0 0 0
all channels and single SVM 14 10 9 5 5 5 1 0

10 preselected channels and Ens. SVM 13 8 3 1 2 0 0 0
all channels and Ens. SVM 7 4 3 0 0 0 0 0

4 relevant channels and Ens. SVM 8 7 4 0 1 0 0 0
10 relevant channels and Ens. SVM 8 5 5 1 0 1 0 0
26 relevant channels and Ens. SVM 4 2 0 0 0 0 0 0
30 relevant channels and Ens. SVM 5 3 0 0 0 0 0 0
optimal relevant channels and Ens. SVM 4 2 1 0 0 0 0 0

Table: Errors wrt the nb of illumination sequences
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Processing chain
BCI Control Scheme

Types of tasks?

1. self-initiated mental imagery tasks
2. focus of attention to one of several external stimuli

Crédit : M. Tangermann

Which alternatives ?
Can we merge pre-processing & training steps ?
(≈) New issues in ML techniques for EEG analysis
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CSP : Common Spatial Pattern
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Matrix multiplication = 
defining weighted combination of sensors

◦ Orthogonal sensor combinations maximizing the variance
(≈ PCA in sensor space)

◦ Combining sensor = noise reduction

ZJ Koles, MS Lazar, SZ Zhou, 1990

Spatial patterns underlying population differences in the background EEG
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CSP : one of the key of Robust EEG Single-Trial

Analysis

Exemples of use in motor cortex imagery4 IEEE SIGNAL PROCESSING MAGAZINE, VOL. XX, 2008 (AUTHORS’ DRAFT)

2425 2430 2435 [s]

csp:R1

csp:R2

csp:L1

csp:L2

right left right

Fig. 5. Effect of spatial CSP filtering. CSP analysis was performed
to obtain 4 spatial filters that discriminate left from right hand motor
imagery. The graph shows continuous band-pass filtered EEG after
applying the CSP filters. The resulting signals in filters CSP:L1 and
CSP:L2 have larger variance during right hand imagery (segments
shaded in green) while signals in filters CSP:R1 and CSP:R2 have
larger variance during left hand imagery (segment shaded red).

In this paper, we call each column vector w j 2 RC ( j =
1, . . . ,C) of W a spatial filter or simply a filter; moreover
we call each column vector a j 2 RC ( j = 1, . . . ,C) of a
matrix A = (W�1)> 2 RC⇥C a spatial pattern or simply a
pattern. In fact, if we think of the signal spanned by A as
x(t) = ÂC

j=1 a js j(t), each vector a j characterizes the spatial
pattern of the j-th activity; moreover, w j would filter out all but
the j-th activity because the orthogonality w>j ak = d jk holds,
where d jk is the Kronecker delta (d jk = 1 for j = k and = 0
for j 6= k). The matrices A and W are sometimes called the
mixing and de-mixing matrix or the forward and backward
model ([41]) in other contexts.

The optimization criterion that is used to determine the
CSP filters will be discussed in detail in the subsequent
Sec. III-C. In a nutshell, CSP filters maximize the variance
of the spatially filtered signal under one condition while
minimizing it for the other condition. Since variance of band-
pass filtered signals is equal to band-power, CSP analysis is
applied to approximately band-pass filtered signals in order
to obtain an effective discrimination of mental states that are
characterized by ERD/ERS effects (Sec. II-B). Fig. 5 shows
the result of applying 4 CSP filters to continuous band-pass
filtered EEG data. Intervals of right hand motor imagery are
shaded green and show larger variance in the CSP:L1 and
CSP:L2 filters, while during left hand motor imagery (shaded
red) variance is larger in the CSP:R1 and CSP:R2 filters.
See also the visualization of spatial maps of CSP analysis
in Sec. IV-B.

C. Technical Approaches to CSP Analysis

Let S(+) 2 RC⇥C and S(�) 2 RC⇥C be the estimates of the
covariance matrices of the band-pass filtered EEG signal in
the two conditions (e.g., left hand imagination and right hand
imagination):

S(c) =
1

|Ic| Â
i2Ic

XiX>i (c 2 {+,�}) (3)

where Ic (c 2 {+,�}) is the set of indices corresponding to
trials belonging to each condition and |I | denotes the size
of a set I . The above expression gives a pooled estimated
of covariance in each condition because each X is centered
and scaled. Then CSP analysis is given by the simultaneous
diagonalization of the two covariance matrices

W>S(+)W = L(+), (4)

W>S(�)W = L(�), (L(c) diagonal)

where the scaling of W is commonly determined such that
L(+) + L(�) = I ([18]). Technically this can simply3 be
achieved by solving the generalized eigenvalue problem

S(+)w = lS(�)w. (5)

Then Eq. (4) is satisfied for W consisting of the generalized
eigenvectors w j ( j = 1, . . . ,C) of Eq. (5) (as column vec-
tors) and l (c)

j = w>j S(c)w j being the corresponding diagonal
elements of L(c) (c 2 {+,�}), while l in Eq. (5) equals
l (+)

j /l (�)
j . Note that l (c)

j � 0 is the variance in condition

c in the corresponding surrogate channel and l (+)
j +l (�)

j = 1.

Hence a large value l (+)
j

⇣
l (�)

j

⌘
close to one indicates that

the corresponding spatial filter w j yields high variance in the
positive (negative) condition and low variance in the negative
(positive) condition, respectively; this contrast between two
classes is useful in the discrimination. Koles [27] explained
that the above decomposition gives a common basis of two
conditions because the filtered signal xCSP(t) = W>x(t) is
uncorrelated in both conditions, which implies ‘independence’
for Gaussian random variables. Figure 6 explains how CSP
works in 2D. CSP maps the samples in Fig. 6(a) to those
in Fig. 6(b); the strong correlation between the original two
axes is removed and both distributions are simultaneously de-
correlated. Additionally the two distributions are maximally
dissimilar along the new axes. The dashed lines in Fig. 6
denote the direction of the CSP projections. Note that the two
vectors are not orthogonal to each other; in fact they are rather
almost orthogonal to the direction that the opponent class has
the maximum variance.

A generative view on CSP was provided by [40]. Let us
consider the following linear mixing model with nonstationary
sources:

xc = Asc, sc ⇠N (0,L(c)) (c 2 {+,�}),

where the sources sc 2 RC (c 2 {+,�}) are assumed to be
uncorrelated Gaussian distributions with covariance matrices
L(c) (c 2 {+,�}) for two conditions respectively. If the
empirical estimates S(c) are reasonably close to the true covari-
ance matrices AL(c)A>, the simultaneous diagonalization gives
the maximum likelihood estimator of the backward model
W =

�
A�1

�>.
A discriminative view is the following (see also the para-

graph Connection to a discriminative model in Sec. V-D). Let

3In Matlab this can be done by » W= eig(S1, S1+S2).

Left vs right hand move mapped to 4 aggregated channels.

Blankertz et al., 2008

Optimizing Spatial Filters for Robust EEG Single-Trial Analysis
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Bi-linear SVM

◦ Using a linear classifier = losing structure information

◦ bilinear classifiers ⇒ Modeling variable dependencies on 2 axis
(time/space)
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single sample

y = x w^

T 
x 

S

How can we impose structural constraints on w ? ?

Pirsiavash et al., NIPS 2009

Bilinear classifiers for visual recognition
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Bi-linear SVM

◦ Using a linear classifier = losing structure information

◦ bilinear classifiers ⇒ Modeling variable dependencies on 2 axis
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Pirsiavash et al., NIPS 2009

Bilinear classifiers for visual recognition
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Bi-linear SVM

◦ Using a linear classifier = losing structure information

◦ bilinear classifiers ⇒ Modeling variable dependencies on 2 axis
(time/space)

W

S

T
Rank constraint on W = z

= Wu

Wv

T

S

Z

Z

⇒ Structural consistency in the way of building W

Pirsiavash et al., NIPS 2009

Bilinear classifiers for visual recognition
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Regularization as a selection procedure with linear

classifiers

Time

Sp
ac

e

Samples

T

S

N
XY

N

...

S x T features

...

...

...

...

...

...

...

...

Sa
m

pl
es

N

X Y

Channel 1 Channel 2

f (xi ) =
∑

j

wjxij ≈ yi

General training formulation :

W? = arg max
W

∑

i

∆(fW(xi ), yi ) + λΩ(W), W? ∈ RS×T
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Regularization as a selection procedure with linear

classifiers (2)

W? = arg max
W

∑

i

∆(fW(xi ), yi ) + λΩ(W), W? ∈ RS×T
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Regularization as a selection procedure with linear

classifiers (2)

W? = arg max
W

∑

i

∆(fW(xi ), yi ) + λΩ(W), W? ∈ RS×T

◦ L2 regularization : Ω(W) =
∑

j ,k w
2
jk

Associated update in a gradient descent procedure :

wjk ← wjk − 2εwjk ⇔ wjk ← wjk(1− 2ε)

W =

Time or TF coefficient
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Figure 2: Sparsity patterns promoted by the di↵erent priors: `2 all non-zero, `1 scattered
and unstructured non-zero, `21 block row structure, and `21 + `1 block row structure with
intra-row sparsity. Red color indicates non-zero coe�cients.

sum of `21 and `1 norms. The prior then reads:

�⌦(Z) = �spacekZk21 + �timekZk1 , �space > 0,�time > 0 . (5)

A large regularization parameter �space will lead to a spatially very sparse
solution, while a large regularization parameter �time will promote sources
with smooth times series. This is due to the uniform spectrum of the noise
(see Section 2.1) and the fact that a large �time will promote source activations
made up of few TF atoms, each of which has a smooth waveform.

2.3. Optimization strategy

The optimization strategy, which we propose for minimizing the cost
function in (4), is based on the Fast Iterative Shrinkage Thresholding Al-
gorithm (FISTA) [2], a first-order schemes that handles the minimization of
any cost function F that can be written as a sum of two terms: a smooth
convex term f1 with Lipschitz gradient and a convex term f2, potentially
non-di↵erentiable: F(Z) = f1(Z)+ f2(Z). In order to apply FISTA, we need
to be able to compute the so-called proximity operator associated with f2,
i.e., the proximity operator associated with the composite `21 + `1 prior [17].

Definition 1 (Proximity operator). Let ' : RM ! R be a proper convex
function. The proximity operator associated to ', denoted by prox' : RM !
RM reads:

prox'(Z) = arg min
V2RM

1

2
kZ�Vk22 + '(V) .

While the proximity operators of mixed-norms relevant for M/EEG can
be found in [15], in the case of the composite prior in (5), the proximity
operator is given by the following lemma.
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[credit Gramfort]
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Regularization as a selection procedure with linear

classifiers (2)

W? = arg max
W

∑

i

∆(fW(xi ), yi ) + λΩ(W), W? ∈ RS×T

◦ L1 regularization : Ω(W) =
∑

j ,k |wjk |

Associated update in a gradient descent procedure =
soft-thresholding :

wjk ←
{

wjk − ε sign(wjk) if |wjk | > ε
0 else

W =

Time or TF coefficient

Sp
ac

e `2

Time or TF coefficient

Sp
ac

e `1

Time or TF coefficient
Sp

ac
e `21

Time or TF coefficient

Sp
ac

e `21 + `1

Figure 2: Sparsity patterns promoted by the di↵erent priors: `2 all non-zero, `1 scattered
and unstructured non-zero, `21 block row structure, and `21 + `1 block row structure with
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sum of `21 and `1 norms. The prior then reads:

�⌦(Z) = �spacekZk21 + �timekZk1 , �space > 0,�time > 0 . (5)

A large regularization parameter �space will lead to a spatially very sparse
solution, while a large regularization parameter �time will promote sources
with smooth times series. This is due to the uniform spectrum of the noise
(see Section 2.1) and the fact that a large �time will promote source activations
made up of few TF atoms, each of which has a smooth waveform.

2.3. Optimization strategy

The optimization strategy, which we propose for minimizing the cost
function in (4), is based on the Fast Iterative Shrinkage Thresholding Al-
gorithm (FISTA) [2], a first-order schemes that handles the minimization of
any cost function F that can be written as a sum of two terms: a smooth
convex term f1 with Lipschitz gradient and a convex term f2, potentially
non-di↵erentiable: F(Z) = f1(Z)+ f2(Z). In order to apply FISTA, we need
to be able to compute the so-called proximity operator associated with f2,
i.e., the proximity operator associated with the composite `21 + `1 prior [17].

Definition 1 (Proximity operator). Let ' : RM ! R be a proper convex
function. The proximity operator associated to ', denoted by prox' : RM !
RM reads:

prox'(Z) = arg min
V2RM

1

2
kZ�Vk22 + '(V) .

While the proximity operators of mixed-norms relevant for M/EEG can
be found in [15], in the case of the composite prior in (5), the proximity
operator is given by the following lemma.
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Regularization as a selection procedure with linear

classifiers (2)

W? = arg max
W

∑

i

∆(fW(xi ), yi ) + λΩ(W), W? ∈ RS×T

Elastic net variant combines L1 and L2 for more stability

◦ Sparseness of L1,

◦ Robustness of L2

Zou, Hastie, 2005

Regularization and variable selection via the elastic net
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Regularization as a selection procedure with linear

classifiers (2)

W? = arg max
W

∑

i

∆(fW(xi ), yi ) + λΩ(W), W? ∈ RS×T

◦ L21 regularization : Ω(W) =
∑

j

√∑
k w

2
jk =

∑
j ‖wj‖

Sparsity at the sensor level Gradient descent update :

wjk ←
{

wjk(1− ε
‖wj‖) if ‖wj‖ > ε

0 else

W =

Time or TF coefficient

Sp
ac

e `2

Time or TF coefficient

Sp
ac

e `1

Time or TF coefficient
Sp

ac
e `21

Time or TF coefficient

Sp
ac

e `21 + `1

Figure 2: Sparsity patterns promoted by the di↵erent priors: `2 all non-zero, `1 scattered
and unstructured non-zero, `21 block row structure, and `21 + `1 block row structure with
intra-row sparsity. Red color indicates non-zero coe�cients.

sum of `21 and `1 norms. The prior then reads:

�⌦(Z) = �spacekZk21 + �timekZk1 , �space > 0,�time > 0 . (5)

A large regularization parameter �space will lead to a spatially very sparse
solution, while a large regularization parameter �time will promote sources
with smooth times series. This is due to the uniform spectrum of the noise
(see Section 2.1) and the fact that a large �time will promote source activations
made up of few TF atoms, each of which has a smooth waveform.

2.3. Optimization strategy

The optimization strategy, which we propose for minimizing the cost
function in (4), is based on the Fast Iterative Shrinkage Thresholding Al-
gorithm (FISTA) [2], a first-order schemes that handles the minimization of
any cost function F that can be written as a sum of two terms: a smooth
convex term f1 with Lipschitz gradient and a convex term f2, potentially
non-di↵erentiable: F(Z) = f1(Z)+ f2(Z). In order to apply FISTA, we need
to be able to compute the so-called proximity operator associated with f2,
i.e., the proximity operator associated with the composite `21 + `1 prior [17].

Definition 1 (Proximity operator). Let ' : RM ! R be a proper convex
function. The proximity operator associated to ', denoted by prox' : RM !
RM reads:

prox'(Z) = arg min
V2RM

1

2
kZ�Vk22 + '(V) .

While the proximity operators of mixed-norms relevant for M/EEG can
be found in [15], in the case of the composite prior in (5), the proximity
operator is given by the following lemma.
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G. Obozinski, B. Taskar, and M. I. Jordan, 2006

Multi-task feature selection
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Regularization as a selection procedure with linear

classifiers (2)

W? = arg max
W

∑

i

∆(fW(xi ), yi ) + λΩ(W), W? ∈ RS×T

◦ L21 regularization + L1 :

Playing with advanced (and dedicated formulation)

W =
Time or TF coefficient

Sp
ac

e `2

Time or TF coefficient

Sp
ac

e `1

Time or TF coefficient

Sp
ac

e `21

Time or TF coefficient

Sp
ac

e `21 + `1

Figure 2: Sparsity patterns promoted by the di↵erent priors: `2 all non-zero, `1 scattered
and unstructured non-zero, `21 block row structure, and `21 + `1 block row structure with
intra-row sparsity. Red color indicates non-zero coe�cients.

sum of `21 and `1 norms. The prior then reads:

�⌦(Z) = �spacekZk21 + �timekZk1 , �space > 0,�time > 0 . (5)

A large regularization parameter �space will lead to a spatially very sparse
solution, while a large regularization parameter �time will promote sources
with smooth times series. This is due to the uniform spectrum of the noise
(see Section 2.1) and the fact that a large �time will promote source activations
made up of few TF atoms, each of which has a smooth waveform.

2.3. Optimization strategy

The optimization strategy, which we propose for minimizing the cost
function in (4), is based on the Fast Iterative Shrinkage Thresholding Al-
gorithm (FISTA) [2], a first-order schemes that handles the minimization of
any cost function F that can be written as a sum of two terms: a smooth
convex term f1 with Lipschitz gradient and a convex term f2, potentially
non-di↵erentiable: F(Z) = f1(Z)+ f2(Z). In order to apply FISTA, we need
to be able to compute the so-called proximity operator associated with f2,
i.e., the proximity operator associated with the composite `21 + `1 prior [17].

Definition 1 (Proximity operator). Let ' : RM ! R be a proper convex
function. The proximity operator associated to ', denoted by prox' : RM !
RM reads:

prox'(Z) = arg min
V2RM

1

2
kZ�Vk22 + '(V) .

While the proximity operators of mixed-norms relevant for M/EEG can
be found in [15], in the case of the composite prior in (5), the proximity
operator is given by the following lemma.
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Gramfort et al., 2013

Time-Frequency Mixed-Norm Estimates : Sparse M/EEG imaging with
non-stationary source activations
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Representation learning / dictionary learning

Raw signal are very difficult to handle...

... Let learn a new space where the problem is easy to solve !

= ×

Data matrix Code matrix Dictionary

i-th row

◦ Variations SVD [Golub 96].
- Non-negative matrix factorization [Lee 2000]
- Sparseness [Hoyer 2002]

◦ Learning criterion = reconstruction error
◦ Easy constraint design (to adapt to specific problems)
◦ Efficient solvers
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Representation learning / dictionary learning

With an exemple (far away from EEG...)

02h 08h 12h 17h 22h Sun Mo
n Tue We

n
Thu Fri Sat02h 08h 12h 17h 22h Sun Mo
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Representation learning / dictionary learning

With an exemple (far away from EEG...)
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Representation learning / dictionary learning

With an exemple (far away from EEG...)
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Representation learning / dictionary learning

With an exemple (far away from EEG...)
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NMF and EEG

Extracting common pattern in time-frequency representation of
EEG :

         321

Group NMF for EEG Classification

Approaches to group analysis of multiple subjects in-
clude: (1) fixed-effects analysis (FFX); (2) random-
effects analysis (RFX) (Frackowiak et al., 2003). FFX
assumes that all subjects in a group have the same acti-
vation patterns with noise, allowing only intra-subject
variability. On the other hand, RFX assumes that
each subject has activation patterns with noise which
are different across subjects, taking both intra-subject
and inter-subject variability into account. These two
approaches have been embodied in generalized lin-
ear model (GLM) or independent component analy-
sis (ICA) for a group fMRI study (Holmes & Friston,
1998; Lee et al., 2008; Park et al., 2003).

Group analysis is widely used in fMRI study but is a
pre-mature technique for EEG analysis. In this pa-
per we develop group NMF (GNMF) which is more
suitable to EEG analysis of multiple subjects. GNMF
seeks task-related common bases which capture both
intra-subject and inter-subject variations, as well as
task-independent bases involving individual character-
istics. Several naive modifications of NMF are also
considered and compared to GNMF, in a task of EEG
classification using IDIAP data in BCI competition III
(Blankertz et al., 2006):

• GNMF: GNMF (the main contribution of this
paper) seeks common bases which capture both
intra-subject and inter-subject variations as well
as bases involving individual characteristics, as in
RFX.

• Hierarchical-NMF: NMFs are applied to each
subject’s data individually, followed by a hi-
erarchical clustering to determine commonly-
appearing bases across subjects. Such common
bases reflect both intra-subject and inter-subject
variations. Bases other than common bases are
considered as individual task-independent charac-
teristics.

• One-NMF: A single NMF is applied to a con-
catenated data constructed from all subjects in a
group at hand, assuming that the common bases
capture only intra-subject variations.

• FFX-NMF: FFX-NMF seeks common bases re-
flecting only intra-subject variations as well as
bases involving individual characteristics, as in
FFX.

The rest of this paper is presented as follows. We be-
gin with a detailed explanation on how to make use
of NMF to learn spectral features for EEG classifi-
cation in Section 2. The main contribution, GNMF,
is described in Section 3 with a toy example. Other

modifications of NMF such as Hierarchical-NMF, One-
NMF, FFX-NMF are also explained in Section 3. In
Section 4, numerical experiments on IDIAP dataset in
BCI competition III indicate that GNMF improves the
EEG classification performance. In addition, we also
emphasize that GNMF is useful in the task of subject-
to-subject transfer where the prediction for an unseen
subject is performed based on a linear model learned
from different subjects in the same group. Finally con-
clusions are drawn in Section 5.

2 NMF FOR SPECTRAL EEG
FEATURE EXTRACTION

We construct the data matrix X ∈ Rm×n
+ by applying

a wavelet transform or short-time Fourier transform to
the time-domain EEG signal such that each row in X
is associated with a frequency profile across trials. A
detailed description of the data matrix construction is
given in Section 4.1.

NMF seeks a rank-r decomposition of X ∈ Rm×n
+ that

is of the form:

X ≈ AS, (1)

where A ∈ Rm×r
+ contains bases in its columns and S ∈

Rr×n
+ is the encoding matrix where each row represents

the extent to which each basis is used to reconstruct
the data vector. An exemplary application of NMF
to the time-frequency representation of EEG data is
shown in Fig. 1.

Figure 1: The data matrix X (constructed by collect-
ing frequency profiles from two channels C3 and C4)
is decomposed into a product of basis matrix A and
encoding matrix S with both of them restricted to be
nonnegative. The first two columns of A are related to
the characteristics of µ rhythm (8-12 Hz) for C3 and
C4 channels. The last two columns of A represent β
rhythm around 15 Hz for both channels. Rows of S
are corresponding feature profiles.

In the case where the squared Euclidean distance is
used as a discrepancy measure between the data X
and the model AS, NMF involves the following opti-
mization:

arg min
A≥0,S≥0

J =
1

2
∥X −AS∥2. (2)

◦ Adding extra-constraints

◦ Gain when classifying A instead of X on BCI Challenge III
(motor imagery)

Lee and Choi, AISTATS 2009

Group Nonnegative Matrix Factorization for EEG Classification
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Deep learning & EEG

Neural networks opportunities for EEG

◦ Extracting auto-learned features

◦ Modeling invariances (both time/space)

General CNN architecture

◦ Very efficient on many problems... But not so robust to noise

◦ Easy to understand... But hard to implement
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Deep learning & EEG

Neural networks opportunities for EEG

◦ Extracting auto-learned features

◦ Modeling invariances (both time/space)

Cecotti Architecture dedicated to P300 :

extract the most discriminant features by constructing high-

level features throughout the propagation step.

3.1 Input Normalization

The inputs are the EEG signal values from the electrodes

during TSs, Ii;j, 0 ! i < Nelec, 0 ! j < SF " TS. SF is the

sampling frequency in hertz (Hz). The data are normalized

in two steps. First, the EEG signal is subsampled to reduce

the size of the data to analyze. The size is divided by two. It

is now equivalent to a signal sampled at 120 Hz. Then, the

signal is bandpass filtered between 0.1 and 20 Hz to keep

only relevant frequencies but it is kept sampled at 120 Hz.
Finally, the signal is normalized as follows:

Ii;j  ðIi;j $ !IiÞ=ð!iÞ; ð1Þ

where !Ii and !i are, respectively, the average value and the
first deviation of the electrode i at the time j in TSs. The
average and the standard deviation are based on each
individual pattern and for each electrode. The input of the
CNN is a matrix Nelec &Nt, where Nt is the number of
points that are considered for the analysis: Nt ¼ SF"TS. Nt

corresponds to the number of recorded samples in TSs with
the sampling rate SF . When all of the electrodes are used,
Nelec ¼ 64. In the experiments, we set Nt ¼ 78 that repre-
sents 650 ms. Each pattern represents a part of the signal
starting after a flashing light and during 650 ms.

3.2 Neural Network Topology
The network topology is the key feature in the classifier. The
network is composed of five layers, which are themselves
composed of one or several maps. A map represents a layer
entity, which has a specific semantic: Each map of the first
hidden layer is a channel combination. The second hidden
layer subsamples and transforms the signal in the time
domain. The classifier architecture is presented in Fig. 3. The
number of neurons for each map is presented between
brackets; the size of the convolution kernel is between hooks.
The order of the convolution is chosen in relation to what is
traditionally done in BCI. First, optimal spatial filters/
channel combinations are set, then the signal is processed in
the time domain. The choice of the topology is also justified by
the possibility of easily interpreting the trained convolution
kernel, i.e., the receptive fields. In the proposed strategy, the
kernels are vectors and not matrix, like in CNNs for image
recognition. The reason is to not mix in one kernel features
related to the space and time domain.

The network topology is described as follows:

. L0: The input layer. Ii;j with 0 ! i < Nelec and
0 ! j < Nt.

436 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 33, NO. 3, MARCH 2011

Fig. 3. Neural network architecture.

Fig. 2. Electrode map.

Cecotti and Gräser, PAMI 2011

Convolutional Neural Networks for P300 Detection with Application to
Brain-Computer Interfaces
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Deep learning & EEG

Detail of the architecture :
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Deep learning & EEG
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Training process = learning all filters + decision

Vincent Guigue ML & brain signals 33/51



Intro Sig. classif. & BCI Brain Reading Source localization

Transfer Learning

Our aim :

1 Training models on existing EEG dataset

2 Testing algorithms on new subjects

⇒ classical algorithms fail !

Kaggle MEG 2014 : train = 16 subjects ; test = 6 different
subjects
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Transfer Learning : which solutions ?

◦ Learning many classifier adapted to various topologies +
aggregation/vote [easy]
◦ Extracting subject invariant features

- NMF + constraints
- Structural Correspondence Learning
- NN + constraints on hidden layers

Learning Transferable Features with Deep Adaptation Networks

3. Deep Adaptation Networks
In unsupervised domain adaptation, we are given a source
domain Ds = {(xs

i , y
s
i )}ns

i=1 with ns labeled examples, and
a target domain Dt = {xt

j}nt

j=1 with nt unlabeled exam-
ples. The source domain and target domain are charac-
terized by probability distributions p and q, respectively.
We aim to construct a deep neural network which is able
to learn transferable features that bridge the cross-domain
discrepancy, and build a classifier y = θ(x) which can
minimize target risk ϵt (θ) = Pr(x,y)∼q [θ (x) ̸= y] using
source supervision. In semi-supervised adaptation where
the target has a small number of labeled examples, we de-
note by Da = {(xa

i , ya
i )} the na annotated examples of

source and target domains.

3.1. Model

MK-MMD Domain adaptation is challenging in that the
target domain has no (or only limited) labeled information.
To approach this problem, many existing methods aim to
bound the target error by the source error plus a discrepancy
metric between the source and the target (Ben-David et al.,
2010). Two classes of statistics have been explored for
the two-sample testing, where acceptance or rejection deci-
sions are made for a null hypothesis p = q, given samples
generated respectively from p and q: energy distances and
maximum mean discrepancies (MMD) (Sejdinovic et al.,
2013). In this paper, we focus on the multiple kernel variant
of MMD (MK-MMD) proposed by Gretton et al. (2012b),
which is formalized to jointly maximize the two-sample
test power and minimize the Type II error, i.e., the failure
of rejecting a false null hypothesis.

Denote by Hk be the reproducing kernel Hilbert space
(RKHS) endowed with a characteristic kernel k. The mean
embedding of distribution p in Hk is a unique element
µk(p) such that Ex∼pf (x) = ⟨f (x) , µk (p)⟩Hk

for all
f ∈ Hk. The MK-MMD dk (p, q) between probability dis-
tributions p and q is defined as the RKHS distance between
the mean embeddings of p and q. The squared formulation
of MK-MMD is defined as

d2
k (p, q) !

∥∥Ep [φ (xs)] − Eq

[
φ

(
xt

)]∥∥2

Hk
. (1)

The most important property is that p = q iff d2
k (p, q) = 0

(Gretton et al., 2012a). The characteristic kernel associated
with the feature map φ, k (xs,xt) = ⟨φ (xs) , φ (xt)⟩, is
defined as the convex combination of m PSD kernels {ku},

K !
{

k =

m∑

u=1

βuku :

m∑

u=1

βu = 1, βu " 0, ∀u

}
, (2)

where the constraints on coefficients {βu} are imposed to
guarantee that the derived multi-kernel k is characteristic.
As studied theoretically in Gretton et al. (2012b), the kernel

MK-
MMD

MK-
MMD

MK-
MMD

input conv1 conv2 conv3 conv4 conv5 fc6 fc7 fc8

source
output

target
output

frozen frozenfrozen fine-
tune

fine-
tune

learn learnlearn learn

Figure 1. The DAN architecture for learning transferable features.
Since deep features eventually transition from general to specific
along the network, (1) the features extracted by convolutional lay-
ers conv1–conv3 are general, hence these layers are frozen, (2)
the features extracted by layers conv4–conv5 are slightly less
transferable, hence these layers are learned via fine-tuning, and
(3) fully connected layers fc6–fc8 are tailored to fit specific
tasks, hence they are not transferable and should be adapted with
MK-MMD.

adopted for the mean embeddings of p and q is critical to
ensure the test power and low test error. The multi-kernel
k can leverage different kernels to enhance MK-MMD test,
leading to a principled method for optimal kernel selection.

One of the feasible strategies for controlling the domain
discrepancy is to find an abstract feature representation
through which the source and target domains are simi-
lar (Ben-David et al., 2010). Although this idea has been
explored in several papers (Pan et al., 2011; Zhang et al.,
2013; Wang & Schneider, 2014), to date there has been no
attempt to enhance the transferability of feature representa-
tion via MK-MMD in deep neural networks.

Deep Adaptation Networks (DAN) In this paper, we ex-
plore the idea of MK-MMD-based adaptation for learning
transferable features in deep networks. We start with deep
convolutional neural networks (CNN) (Krizhevsky et al.,
2012), a strong model when it is adapted to novel tasks
(Donahue et al., 2014; Hoffman et al., 2014). The main
challenge is that the target domain has no or just limited
labeled information, hence directly adapting CNN to the
target domain via fine-tuning is impossible or is prone to
over-fitting. With the idea of domain adaptation, we are
targeting a deep adaptation network (DAN) that can exploit
both source-labeled data and target-unlabeled data. Fig-
ure 1 gives an illustration of the proposed DAN model.

We extend the AlexNet architecture (Krizhevsky et al.,
2012), which is comprised of five convolutional layers
(conv1–conv5) and three fully connected layers (fc6–
fc8). Each fc layer ℓ learns a nonlinear mapping hℓ

i =
f ℓ

(
Wℓhℓ−1

i + bℓ
)
, where hℓ

i is the ℓth layer hidden rep-
resentation of point xi, Wℓ and bℓ are the weights and bias
of the ℓth layer, and f ℓ is the activation, taking as recti-
fier units f ℓ(x) = max(0,x) for hidden layers or softmax
units f ℓ (x) = ex/

∑|x|
j=1 exj for the output layer. Letting

Blitzer et al., 2006
Domain adaptation with structural correspondence learning

Long et al., 2015
Learning Transferable Features with Deep Adaptation Networks

◦ Aligning data/classifiers from one patient to another
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Transfer Learning : which solutions ?

◦ Learning many classifier adapted to various topologies +
aggregation/vote [easy]

◦ Extracting subject invariant features

◦ Aligning data/classifiers from one patient to another

- Iterative Procrustean alignment + classifier in a universal space
Solving : minT ||VT − L|| with :
V ∈ Rk×n data to align
L ∈ Rk×n well known reference
T ∈ Rn×n transfer matrix

Haxby et al., 2011
A Common, High-Dimensional Model of the Representational
Space in Human Ventral Temporal Cortex
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Alexandre Barachant
BCI Control Scheme

Types of tasks?

1. self-initiated mental imagery tasks
2. focus of attention to one of several external stimuli

Crédit : M. Tangermann

A real breakthrough for EEG classification...
... And transfer !
Winner of Kaggle competition MEG 2014, EEG 2015
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Alexandre Barachant approach

◦ Classical preprocessing filtering + CSP

◦ Feature = correlation on aggregated matrix (prototype +
signal)

◦ Specific metrics in this new space

Time

Sp
ac

e

Samples

T

2 
Sr

N

Butterworth filter
CSP (class by class) => 2 Sr channels

P1

2 Sr

Averaging by class: 
prototypes P1, P2

T P2

2 Sr

Processing of signal x:

P1 P2T xcov

2 Sr 2 Sr 2 Sr

(          ) =

S'

S'

Corresponding to 2 classes C1, C2

How handling those new data ?
Σ is SPD (semi positive definite) ⇒ with Riemannian geometry

Vincent Guigue ML & brain signals 37/51



Intro Sig. classif. & BCI Brain Reading Source localization

Basics in Riemannian geometry

◦ Distance between 2 samples :

δ(Σ1,Σ2) = ‖ Log(Σ
− 1

2
1 Σ2Σ

− 1
2

1 )‖F

◦ Mean computation :

Σ? = mean(Σ1, . . . ,ΣN) = arg min
Σ

∑

i

δ2(Σ,Σi )

Simple idea :

1 Build a prototype corresponding to each class : Σ?
cl

2 Inférence on Σ : C ? = arg min
c

δ(Σ,Σ?
cl)

... But how computing Σ? ?
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Computing prototypes (=tangent point)

◦ M : manifold of Σ objects ; T : tangent space

◦ Mapping M→ T : S = φP(Σ) = P
1
2 Log(P−

1
2 ΣP−

1
2 )P

1
2

◦ Inverse mapping : Σ = φ−1
P (S) = P

1
2 Exp(P−

1
2SP−

1
2 )P

1
2

Riemannian geometry applied to BCI classification 3

The shortest path between two points in the Riemannian space of SPD ma-
trices is defined by the geodesic �(t) with t 2 [0, 1] :

�(t) = P
1/2
1

⇣
P

�1/2
1 P2P

�1/2
1

⌘t

P
1/2
1 (3)

Identically to the matrix logarithm, the power of SPD matrices can be computed
using a diagonalization : Pt = VDtV�1.

2.2 Tangent Space

In complete Riemannian space, given a point P 2 P (n), it is possible for every
point Pi 2 P (n), to identify a tangent vector Si 2 S(n) such as Si = �̇(0)
with �(t) the geodesic between P and Pi. The Riemannian Log map operator
LogP : P (n)! S(n) achieves the mapping LogP(Pi) = Si.

TP, the tangent space at P, is the space defined by the whole set of tangent
vector Si, here S(n). In this tangent space, the metric is flat and allows us to use
arithmetic mean and other classical tools. The Riemannian Exp map operator
ExpP(Si) = Pi allows to go back in the original space of SPD matrices P (n) in
a one-to-one mapping. Both operators are crucial in the manipulation of SPD
matrices as we will discover. Using the affine-invariant metric [7], we have the
expressions:

ExpP(Si) = P1/2Exp
⇣
P�1/2SiP

�1/2
⌘
P1/2 (4)

LogP(Pi) = P1/2Log
⇣
P�1/2PiP

�1/2
⌘
P1/2 (5)

We can refer to [4] for efficient computation. Figure 1 illustrates these operations.

Fig. 1. Tangent space of the manifold M at point P, Si the tangent vector of Pi and
�(t) the geodesic between P and Pi.

The mean of m SPD matrices can be obtained using the concept of tangent
space. Using Riemannian Log map, we first project the whole dataset in tangent
space. In this Euclidean space, the arithmetic mean is the correct average esti-
mate and can be easily computed. Finally we project the obtained arithmetic
mean into SPD space using Riemannian exponential map. After few iterations,
we obtain the geometric mean of SPD matrices. Algorithm 1 explains this pro-
cess.

[Barachant]
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Computing prototypes (=tangent point)

◦ M : manifold of Σ objects ; T : tangent space

◦ Mapping M→ T : S = φP(Σ) = P
1
2 Log(P−

1
2 ΣP−

1
2 )P

1
2

◦ Inverse mapping : Σ = φ−1
P (S) = P

1
2 Exp(P−

1
2SP−

1
2 )P

1
2

Algorithm :

1 Init : P =
1

N

N∑

i=1

Σi

2 while ‖S‖F > ε :

S =
1

N

∑

i

φP(Σi )

P = φ−1
P (S)

3 Out : P?
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Transfer scheme

1 Computing P?u,cl for all users & classes

2 Using tangent space features :

x ⇒
[
φP?

u,cl
(Σ)
]
∈ RS ′×S ′×U×C

3 LASSO linear classifier in the new space
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Transfer scheme

Single trial : 1 sec

[Kaggle MEG 2014]
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1 Introduction

2 Signal classification for BCI applications
Old school processing chain
Opportunities in ML for EEG
Riemannian Geometry

3 Brain Reading

4 Source localization
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Brain Reading : A fascinating task

◦ Aim : predict the visual stimulus knowing the fMRI
◦ (the reversed problem is also tackled)

Mitchell et al., Sciences 2008

Predicting Human Brain Activity Associated with the Meanings of Nouns

Palatucci et al., NIPS 2009

Zero-Shot Learning with Semantic Output Codes
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Predicting brain activity

Predicting Human Brain Activity
Associated with the Meanings
of Nouns
Tom M. Mitchell,1* Svetlana V. Shinkareva,2 Andrew Carlson,1 Kai-Min Chang,3,4
Vicente L. Malave,5 Robert A. Mason,3 Marcel Adam Just3

The question of how the human brain represents conceptual knowledge has been debated in
many scientific fields. Brain imaging studies have shown that different spatial patterns of neural
activation are associated with thinking about different semantic categories of pictures and
words (for example, tools, buildings, and animals). We present a computational model that predicts
the functional magnetic resonance imaging (fMRI) neural activation associated with words for which
fMRI data are not yet available. This model is trained with a combination of data from a trillion-word
text corpus and observed fMRI data associated with viewing several dozen concrete nouns. Once
trained, the model predicts fMRI activation for thousands of other concrete nouns in the text corpus,
with highly significant accuracies over the 60 nouns for which we currently have fMRI data.

The question of how the human brain rep-
resents and organizes conceptual knowledge
has been studied bymany scientific commu-

nities. Neuroscientists using brain imaging studies
(1–9) have shown that distinct spatial patterns of
fMRI activity are associated with viewing pictures
of certain semantic categories, including tools, build-
ings, and animals. Linguists have characterized dif-
ferent semantic roles associated with individual
verbs, aswell as the types of nouns that can fill those
semantic roles [e.g., VerbNet (10) and WordNet
(11, 12)]. Computational linguists have analyzed
the statistics of very large text corpora and have
demonstrated that a word’s meaning is captured to
some extent by the distribution of words and phrases
with which it commonly co-occurs (13–17). Psy-
chologists have studied word meaning through
feature-norming studies (18) in which participants
are asked to list the features they associate with var-
ious words, revealing a consistent set of core fea-
tures across individuals and suggesting a possible
grouping of features by sensory-motor modalities.
Researchers studying semantic effects of brain dam-
age have found deficits that are specific to given
semantic categories (such as animals) (19–21).

This variety of experimental results has led to
competing theories of how the brain encodesmean-
ings of words and knowledge of objects, including
theories that meanings are encoded in sensory-
motor cortical areas (22, 23) and theories that they
are instead organized by semantic categories such
as living and nonliving objects (18, 24). Although
these competing theories sometimes lead to differ-

ent predictions (e.g., of which naming disabilities
will co-occur in brain-damaged patients), they are
primarily descriptive theories that make no attempt
to predict the specific brain activation that will be
produced when a human subject reads a particular
word or views a drawing of a particular object.

We present a computational model that makes
directly testable predictions of the fMRI activity as-
sociated with thinking about arbitrary concrete
nouns, including many nouns for which no fMRI
data are currently available. The theory underlying
this computational model is that the neural basis of
the semantic representation of concrete nouns is
related to the distributional properties of thosewords
in a broadly based corpus of the language. We de-
scribe experiments training competing computation-
al models based on different assumptions regarding
the underlying features that are used in the brain
for encoding of meaning of concrete objects. We
present experimental evidence showing that the best

of these models predicts fMRI neural activity well
enough that it can successfully match words it has
not yet encountered to their previously unseen fMRI
images, with accuracies far above those expected
by chance. These results establish a direct, predic-
tive relationship between the statistics of word
co-occurrence in text and the neural activation
associated with thinking about word meanings.

Approach. We use a trainable computational
model that predicts the neural activation for any
given stimulus word w using a two-step process,
illustrated in Fig. 1. Given an arbitrary stimulus
word w, the first step encodes the meaning of w as
a vector of intermediate semantic features computed
from the occurrences of stimulus word w within a
very large text corpus (25) that captures the typ-
ical use of words in English text. For example,
one intermediate semantic feature might be the
frequency with which w co-occurs with the verb
“hear.” The second step predicts the neural fMRI
activation at every voxel location in the brain, as a
weighted sum of neural activations contributed by
each of the intermediate semantic features. More
precisely, the predicted activation yv at voxel v in
the brain for word w is given by

yv ¼ ∑
n

i¼1
cvi fiðwÞ ð1Þ

where fi(w) is the value of the ith intermediate
semantic feature for word w, n is the number of
semantic features in the model, and cvi is a learned
scalar parameter that specifies the degree to which
the ith intermediate semantic feature activates voxel
v. This equation can be interpreted as predicting the
full fMRI image across all voxels for stimulus word
w as a weighted sum of images, one per semantic
feature fi. These semantic feature images, defined
by the learned cvi, constitute a basis set of compo-
nent images that model the brain activation asso-
ciated with different semantic components of the
input stimulus words.

1Machine Learning Department, School of Computer Science,
Carnegie Mellon University, Pittsburgh, PA 15213, USA.
2Department of Psychology, University of South Carolina,
Columbia, SC 29208, USA. 3Center for Cognitive Brain
Imaging, Carnegie Mellon University, Pittsburgh, PA 15213,
USA. 4Language Technologies Institute, School of Computer
Science, Carnegie Mellon University, Pittsburgh, PA 15213,
USA. 5Cognitive Science Department, University of California,
San Diego, La Jolla, CA 92093, USA.

*To whom correspondence should be addressed. E-mail:
Tom.Mitchell@cs.cmu.edu

Predictive model

predicted
activity for 

“celery”

stimulus
word

“celery”

Intermediate
semantic features

extracted from
trillion-word text

corpus

Mapping learned 
from fMRI
training data

Fig. 1. Form of the model for predicting fMRI activation for arbitrary noun stimuli. fMRI activation
is predicted in a two-step process. The first step encodes the meaning of the input stimulus word in
terms of intermediate semantic features whose values are extracted from a large corpus of text
exhibiting typical word use. The second step predicts the fMRI image as a linear combination of the
fMRI signatures associated with each of these intermediate semantic features.
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word w ⇒ φ(w) ∈ RZ

ỹ ∈ RV = φ(w)R, R ∈ RZ×V

1 How to represent stimuli ?
Transformation φ

2 How to map φ to the fMRI
voxel activations ?

Mitchell et al., Sciences 2008

Predicting Human Brain Activity Associated with the Meanings of Nouns
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Predicting brain activity

Predicting Human Brain Activity
Associated with the Meanings
of Nouns
Tom M. Mitchell,1* Svetlana V. Shinkareva,2 Andrew Carlson,1 Kai-Min Chang,3,4
Vicente L. Malave,5 Robert A. Mason,3 Marcel Adam Just3
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many scientific fields. Brain imaging studies have shown that different spatial patterns of neural
activation are associated with thinking about different semantic categories of pictures and
words (for example, tools, buildings, and animals). We present a computational model that predicts
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text corpus and observed fMRI data associated with viewing several dozen concrete nouns. Once
trained, the model predicts fMRI activation for thousands of other concrete nouns in the text corpus,
with highly significant accuracies over the 60 nouns for which we currently have fMRI data.
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has been studied bymany scientific commu-
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(1–9) have shown that distinct spatial patterns of
fMRI activity are associated with viewing pictures
of certain semantic categories, including tools, build-
ings, and animals. Linguists have characterized dif-
ferent semantic roles associated with individual
verbs, aswell as the types of nouns that can fill those
semantic roles [e.g., VerbNet (10) and WordNet
(11, 12)]. Computational linguists have analyzed
the statistics of very large text corpora and have
demonstrated that a word’s meaning is captured to
some extent by the distribution of words and phrases
with which it commonly co-occurs (13–17). Psy-
chologists have studied word meaning through
feature-norming studies (18) in which participants
are asked to list the features they associate with var-
ious words, revealing a consistent set of core fea-
tures across individuals and suggesting a possible
grouping of features by sensory-motor modalities.
Researchers studying semantic effects of brain dam-
age have found deficits that are specific to given
semantic categories (such as animals) (19–21).

This variety of experimental results has led to
competing theories of how the brain encodesmean-
ings of words and knowledge of objects, including
theories that meanings are encoded in sensory-
motor cortical areas (22, 23) and theories that they
are instead organized by semantic categories such
as living and nonliving objects (18, 24). Although
these competing theories sometimes lead to differ-

ent predictions (e.g., of which naming disabilities
will co-occur in brain-damaged patients), they are
primarily descriptive theories that make no attempt
to predict the specific brain activation that will be
produced when a human subject reads a particular
word or views a drawing of a particular object.

We present a computational model that makes
directly testable predictions of the fMRI activity as-
sociated with thinking about arbitrary concrete
nouns, including many nouns for which no fMRI
data are currently available. The theory underlying
this computational model is that the neural basis of
the semantic representation of concrete nouns is
related to the distributional properties of thosewords
in a broadly based corpus of the language. We de-
scribe experiments training competing computation-
al models based on different assumptions regarding
the underlying features that are used in the brain
for encoding of meaning of concrete objects. We
present experimental evidence showing that the best

of these models predicts fMRI neural activity well
enough that it can successfully match words it has
not yet encountered to their previously unseen fMRI
images, with accuracies far above those expected
by chance. These results establish a direct, predic-
tive relationship between the statistics of word
co-occurrence in text and the neural activation
associated with thinking about word meanings.

Approach. We use a trainable computational
model that predicts the neural activation for any
given stimulus word w using a two-step process,
illustrated in Fig. 1. Given an arbitrary stimulus
word w, the first step encodes the meaning of w as
a vector of intermediate semantic features computed
from the occurrences of stimulus word w within a
very large text corpus (25) that captures the typ-
ical use of words in English text. For example,
one intermediate semantic feature might be the
frequency with which w co-occurs with the verb
“hear.” The second step predicts the neural fMRI
activation at every voxel location in the brain, as a
weighted sum of neural activations contributed by
each of the intermediate semantic features. More
precisely, the predicted activation yv at voxel v in
the brain for word w is given by

yv ¼ ∑
n

i¼1
cvi fiðwÞ ð1Þ

where fi(w) is the value of the ith intermediate
semantic feature for word w, n is the number of
semantic features in the model, and cvi is a learned
scalar parameter that specifies the degree to which
the ith intermediate semantic feature activates voxel
v. This equation can be interpreted as predicting the
full fMRI image across all voxels for stimulus word
w as a weighted sum of images, one per semantic
feature fi. These semantic feature images, defined
by the learned cvi, constitute a basis set of compo-
nent images that model the brain activation asso-
ciated with different semantic components of the
input stimulus words.
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Fig. 1. Form of the model for predicting fMRI activation for arbitrary noun stimuli. fMRI activation
is predicted in a two-step process. The first step encodes the meaning of the input stimulus word in
terms of intermediate semantic features whose values are extracted from a large corpus of text
exhibiting typical word use. The second step predicts the fMRI image as a linear combination of the
fMRI signatures associated with each of these intermediate semantic features.
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word w ⇒ φ(w) ∈ RZ

ỹ ∈ RV = φ(w)R, R ∈ RZ×V

1 How to represent stimuli ?
Transformation φ

- Corpus clustering (ML)
- Meaningful decomposition

(handmade) : “see,” “hear,”

“listen,” “taste,” “smell,” “eat,”

“touch,” “rub,” “lift,” “manipulate,”

“run,” “push,” “fill,” “move,” “ride,”

“say,” “fear,” “open,” “approach,”

“near,” “enter,” “drive,” “wear,”

“break,” and “clean.”

2 How to map φ to the fMRI
voxel activations ?
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(1–9) have shown that distinct spatial patterns of
fMRI activity are associated with viewing pictures
of certain semantic categories, including tools, build-
ings, and animals. Linguists have characterized dif-
ferent semantic roles associated with individual
verbs, aswell as the types of nouns that can fill those
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tures across individuals and suggesting a possible
grouping of features by sensory-motor modalities.
Researchers studying semantic effects of brain dam-
age have found deficits that are specific to given
semantic categories (such as animals) (19–21).

This variety of experimental results has led to
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ings of words and knowledge of objects, including
theories that meanings are encoded in sensory-
motor cortical areas (22, 23) and theories that they
are instead organized by semantic categories such
as living and nonliving objects (18, 24). Although
these competing theories sometimes lead to differ-

ent predictions (e.g., of which naming disabilities
will co-occur in brain-damaged patients), they are
primarily descriptive theories that make no attempt
to predict the specific brain activation that will be
produced when a human subject reads a particular
word or views a drawing of a particular object.

We present a computational model that makes
directly testable predictions of the fMRI activity as-
sociated with thinking about arbitrary concrete
nouns, including many nouns for which no fMRI
data are currently available. The theory underlying
this computational model is that the neural basis of
the semantic representation of concrete nouns is
related to the distributional properties of thosewords
in a broadly based corpus of the language. We de-
scribe experiments training competing computation-
al models based on different assumptions regarding
the underlying features that are used in the brain
for encoding of meaning of concrete objects. We
present experimental evidence showing that the best

of these models predicts fMRI neural activity well
enough that it can successfully match words it has
not yet encountered to their previously unseen fMRI
images, with accuracies far above those expected
by chance. These results establish a direct, predic-
tive relationship between the statistics of word
co-occurrence in text and the neural activation
associated with thinking about word meanings.

Approach. We use a trainable computational
model that predicts the neural activation for any
given stimulus word w using a two-step process,
illustrated in Fig. 1. Given an arbitrary stimulus
word w, the first step encodes the meaning of w as
a vector of intermediate semantic features computed
from the occurrences of stimulus word w within a
very large text corpus (25) that captures the typ-
ical use of words in English text. For example,
one intermediate semantic feature might be the
frequency with which w co-occurs with the verb
“hear.” The second step predicts the neural fMRI
activation at every voxel location in the brain, as a
weighted sum of neural activations contributed by
each of the intermediate semantic features. More
precisely, the predicted activation yv at voxel v in
the brain for word w is given by
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cvi fiðwÞ ð1Þ

where fi(w) is the value of the ith intermediate
semantic feature for word w, n is the number of
semantic features in the model, and cvi is a learned
scalar parameter that specifies the degree to which
the ith intermediate semantic feature activates voxel
v. This equation can be interpreted as predicting the
full fMRI image across all voxels for stimulus word
w as a weighted sum of images, one per semantic
feature fi. These semantic feature images, defined
by the learned cvi, constitute a basis set of compo-
nent images that model the brain activation asso-
ciated with different semantic components of the
input stimulus words.
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Fig. 1. Form of the model for predicting fMRI activation for arbitrary noun stimuli. fMRI activation
is predicted in a two-step process. The first step encodes the meaning of the input stimulus word in
terms of intermediate semantic features whose values are extracted from a large corpus of text
exhibiting typical word use. The second step predicts the fMRI image as a linear combination of the
fMRI signatures associated with each of these intermediate semantic features.
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word w ⇒ φ(w) ∈ RZ

ỹ ∈ RV = φ(w)R, R ∈ RZ×V

1 How to represent stimuli ?
Transformation φ

2 How to map φ to the fMRI
voxel activations ?
Multi-dimensional
regression :

R? ∈ RZ×V =

arg min
R

∑

i

(φ(w)R − y)2

Mitchell et al., Sciences 2008
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Interpretation of the results

To fully specify a model within this com-
putational modeling framework, one must first
define a set of intermediate semantic features
f1(w) f2(w)…fn(w) to be extracted from the text
corpus. In this paper, each intermediate semantic
feature is defined in terms of the co-occurrence
statistics of the input stimulus word w with a
particular other word (e.g., “taste”) or set of words
(e.g., “taste,” “tastes,” or “tasted”) within the text
corpus. The model is trained by the application of
multiple regression to these features fi(w) and the
observed fMRI images, so as to obtain maximum-
likelihood estimates for the model parameters cvi
(26). Once trained, the computational model can be
evaluated by giving it words outside the training
set and comparing its predicted fMRI images for
these words with observed fMRI data.

This computational modeling framework is
based on two key theoretical assumptions. First, it
assumes the semantic features that distinguish the
meanings of arbitrary concrete nouns are reflected

in the statistics of their use within a very large text
corpus. This assumption is drawn from the field of
computational linguistics, where statistical word
distributions are frequently used to approximate
the meaning of documents and words (14–17).
Second, it assumes that the brain activity observed
when thinking about any concrete noun can be
derived as a weighted linear sum of contributions
from each of its semantic features. Although the
correctness of this linearity assumption is debat-
able, it is consistent with the widespread use of
linear models in fMRI analysis (27) and with the
assumption that fMRI activation often reflects a
linear superposition of contributions from different
sources. Our theoretical framework does not take a
position on whether the neural activation encoding
meaning is localized in particular cortical re-
gions. Instead, it considers all cortical voxels and
allows the training data to determine which loca-
tions are systematically modulated by which as-
pects of word meanings.

Results. We evaluated this computational mod-
el using fMRI data from nine healthy, college-age
participants who viewed 60 different word-picture
pairs presented six times each. Anatomically de-
fined regions of interest were automatically labeled
according to the methodology in (28). The 60 ran-
domly ordered stimuli included five items from
each of 12 semantic categories (animals, body parts,
buildings, building parts, clothing, furniture, insects,
kitchen items, tools, vegetables, vehicles, and other
man-made items). A representative fMRI image for
each stimulus was created by computing the mean
fMRI response over its six presentations, and the
mean of all 60 of these representative images was
then subtracted from each [for details, see (26)].

To instantiate our modeling framework, we first
chose a set of intermediate semantic features. To be
effective, the intermediate semantic features must
simultaneously encode thewide variety of semantic
content of the input stimulus words and factor the
observed fMRI activation intomore primitive com-

Predicted
“celery” = 0.84

“celery” “airplane”

Predicted:

Observed:

A B

+.. .

high

average

below
average

Predicted “celery”:

+ 0.35 + 0.32

“eat” “taste” “fill”

Fig. 2. Predicting fMRI images
for given stimulus words. (A)
Forming a prediction for par-
ticipant P1 for the stimulus
word “celery” after training on
58 other words. Learned cvi co-
efficients for 3 of the 25 se-
mantic features (“eat,” “taste,”
and “fill”) are depicted by the
voxel colors in the three images
at the top of the panel. The co-
occurrence value for each of these features for the stimulus word “celery” is
shown to the left of their respective images [e.g., the value for “eat (celery)” is
0.84]. The predicted activation for the stimulus word [shown at the bottom of
(A)] is a linear combination of the 25 semantic fMRI signatures, weighted by
their co-occurrence values. This figure shows just one horizontal slice [z =

–12 mm in Montreal Neurological Institute (MNI) space] of the predicted
three-dimensional image. (B) Predicted and observed fMRI images for
“celery” and “airplane” after training that uses 58 other words. The two long
red and blue vertical streaks near the top (posterior region) of the predicted
and observed images are the left and right fusiform gyri.

A

B

C

M
ean over

participants

P
articipant P

5

Fig. 3. Locations of
most accurately pre-
dicted voxels. Surface
(A) and glass brain (B)
rendering of the correla-
tion between predicted
and actual voxel activa-
tions for words outside
the training set for par-

ticipant P5. These panels show clusters containing at least 10 contiguous voxels, each of whose
predicted-actual correlation is at least 0.28. These voxel clusters are distributed throughout the
cortex and located in the left and right occipital and parietal lobes; left and right fusiform,
postcentral, and middle frontal gyri; left inferior frontal gyrus; medial frontal gyrus; and anterior
cingulate. (C) Surface rendering of the predicted-actual correlation averaged over all nine
participants. This panel represents clusters containing at least 10 contiguous voxels, each with
average correlation of at least 0.14.
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Interpretation of the results

ponents that can be linearly recombined to suc-
cessfully predict the fMRI activation for arbitrary
new stimuli. Motivated by existing conjectures re-
garding the centrality of sensory-motor features in
neural representations of objects (18, 29), we de-
signed a set of 25 semantic features defined by 25
verbs: “see,” “hear,” “listen,” “taste,” “smell,” “eat,”
“touch,” “rub,” “lift,” “manipulate,” “run,” “push,”
“fill,” “move,” “ride,” “say,” “fear,” “open,” “ap-
proach,” “near,” “enter,” “drive,” “wear,” “break,”
and “clean.” These verbs generally correspond to
basic sensory and motor activities, actions per-
formed on objects, and actions involving changes to
spatial relationships. For each verb, the value of the
corresponding intermediate semantic feature for a
given input stimulus word w is the normalized co-
occurrence count ofwwith any of three forms of the
verb (e.g., “taste,” “tastes,” or “tasted”) over the text
corpus. One exceptionwasmade for the verb “see.”
Its past tense was omitted because “saw” is one of
our 60 stimulus nouns. Normalization consists of
scaling the vector of 25 feature values to unit length.

We trained a separate computational model for
each of the nine participants, using this set of 25

semantic features.Each trainedmodelwas evaluated
by means of a “leave-two-out” cross-validation ap-
proach, in which the model was repeatedly trained
with only 58 of the 60 available word stimuli and
associated fMRI images. Each trained model was
tested by requiring that it first predict the fMRI
images for the two “held-out”words and thenmatch
these correctly to their corresponding held-out fMRI
images. The process of predicting the fMRI image
for a held-out word is illustrated in Fig. 2A. The
match between the two predicted and the two ob-
served fMRI images was determined by which
match had a higher cosine similarity, evaluated over
the 500 image voxels with the most stable
responses across training presentations (26). The
expected accuracy inmatching the left-out words to
their left-out fMRI images is 0.50 if the model per-
forms at chance levels. An accuracy of 0.62 or
higher for a single model trained for a single par-
ticipantwas determined to be statistically significant
(P<0.05) relative to chance, based on the empirical
distribution of accuracies for randomly generated
null models (26). Similarly, observing an accuracy
of 0.62 or higher for each of the nine independently

trained participant-specific models would be statis-
tically significant at P < 10−11.

The cross-validated accuracies in matching two
unseen word stimuli to their unseen fMRI images
for models trained on participants P1 through P9
were 0.83, 0.76, 0.78, 0.72, 0.78, 0.85, 0.73, 0.68,
and 0.82 (mean = 0.77). Thus, all nine participant-
specific models exhibited accuracies significantly
above chance levels. The models succeeded in dis-
tinguishing pairs of previously unseen words in
over three-quarters of the 15,930 cross-validated
test pairs across these nine participants. Accuracy
across participants was strongly correlated (r =
–0.66) with estimated headmotion (i.e., the less the
participant’s head motion, the greater the prediction
accuracy), suggesting that the variation in accu-
racies across participants is explained at least in part
by noise due to head motion.

Visual inspection of the predicted fMRI images
produced by the trained models shows that these
predicted images frequently capture substantial as-
pects of brain activation associated with stimulus
words outside the training set. An example is shown
in Fig. 2B,where themodelwas trained on 58 of the
60 stimuli for participant P1, omitting “celery” and
“airplane.”Although the predicted fMRI images for
“celery” and “airplane” are not perfect, they cap-
ture substantial components of the activation ac-
tually observed for these two stimuli. A plot of
similarities between all 60 predicted and observed
fMRI images is provided in fig. S3.

The model’s predictions are differentially accu-
rate in different brain locations, presumably more
accurate in those locations involved in encoding
the semantics of the input stimuli. Figure 3 shows
the model’s “accuracy map,” indicating the cortical
regions where the model’s predicted activations
for held-out words best correlate with the observed
activations, both for an individual participant (P5)
and averaged over all nine participants. These
highest-accuracy voxels are meaningfully distrib-
uted across the cortex, with the left hemisphere
more strongly represented, appearing in left inferior
temporal, fusiform, motor cortex, intraparietal
sulcus, inferior frontal, orbital frontal, and the oc-
cipital cortex. This left hemisphere dominance is
consistent with the generally held view that the left
hemisphere plays a larger role than the right hemi-
sphere in semantic representation. High-accuracy
voxels also appear in both hemispheres in the oc-
cipital cortex, intraparietal sulcus, and some of the
inferior temporal regions, all of which are also
likely to be involved in visual object processing.

It is interesting to consider whether these trained
computational models can extrapolate to make ac-
curate predictions for words in new semantic cat-
egories beyond those in the training set. To test
this, we retrained the models but this time we ex-
cluded from the training set all examples belonging
to the same semantic category as either of the two
held-out test words (e.g., when testing on “celery”
versus “airplane,” we removed every food and ve-
hicle stimulus from the training set, training on only
50 words). In this case, the cross-validated predic-
tion accuracies were 0.74, 0.69, 0.67, 0.69, 0.64,

Fig. 4. Learned voxel
activation signatures for
3 of the 25 semantic fea-
tures, for participant P1
(top panels) and averaged
over all nine participants
(bottom panels). Just one
horizontal z slice is shown
for each. The semantic fea-
ture associated with the
verb “eat” predicts sub-
stantial activity in right
pars opercularis, which is
believed to be part of the
gustatory cortex. The se-
mantic feature associated
with “push” activates the
right postcentral gyrus,
which is believed to be
associated with premotor
planning. The semantic feature for the verb “run” activates the posterior portion of the right superior temporal
sulcus, which is believed to be associated with the perception of biological motion.

“eat” “push” “run”

Participant
P1P1

Mean over 
participants

Pars opercularis
(z=24 mm)

Postcentral gyrus
(z=30 mm)

Superior temporal 
sulcus (posterior)

(z=12 mm)

Fig. 5. Accuracies of models based
on alternative intermediate semantic
feature sets. The accuracy of compu-
tational models that use 115 dif-
ferent randomly selected sets of
intermediate semantic features is
shown in the blue histogram. Each
feature set is based on 25 words
chosen at random from the 5000
most frequent words, excluding
the 500 most frequent words and
the stimulus words. The accuracy of
the feature set based on manually
chosen sensory-motor verbs is shown
in red. The accuracy of each feature
set is the average accuracy obtained
when it was used to train models for
each of the nine participants.
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0-shot learning

An original framwork :

Are we able to find a label that we didn’t see in the training step ?
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Multiple regression

Z = {zi}i=1,...,N , zi 2 Rp be the collection of associated word semantic rep-
resentations (N words, namely one for each image represented in p dimensions).
The ridge regressor consists in learning � 2 Rd⇥p coe�cients that maps e�-
ciently from the voxel space to the semantic space. As far as the multitask
LASSO (MTL) is concerned, we assume that we have a K-task, corresponding
to K di↵erent semantic spaces (all being p-dimension). Thus, for each image,
we have K semantic representations associated to targeted word and we dis-

tinguish K regression problems: each semantic representation z
(k)
i is estimated

using �(k). The global optimization problem is formulated as:

argmin
�

0
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i=1
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(k)
i � xi�

(k))2 + �
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Awith k�jk1 = max
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|�(k)

j |

(1)
We adopted a blockwise coordinate descent algorithm proposed in [15] to solve
the multi-task regression. The block regularization corresponds to an hypothesis
that makes sense: for each voxel, we try to vanish all coe�cient associated to
the tasks. Either a voxel is useful or not, but it is unlikely that it is useful for
only a subset of tasks.

Once we get all �(k), we still have to build a decision criterion to choose the
word to be associated to the fMRI. We map each word w in the kth semantic
space using the ⌦(k) function, thus we get ⌦(k)(w) 2 Rp. In parallel, we obtain K
semantic representation associated to the fMRI x using �(k) coe�cients. Then
we compute the cosine similarity in the intermediate space and we merge the
results using a linear combination:

sim(x, w) =

KX

k=1

�k
hx�(k),⌦(k)(w)i
kx�(k)k k⌦(k)(w)k s.t.

X

k

�k = 1 (2)

Obviously, the word with the highest similarity to an fMRI is chosen.

4 Experiments and Discussion

4.1 fMRI dataset

We get the fMRI dataset from [7]. fMRI data was collected from nine partici-
pants while they react to a double stimuli : for each concept, they were shown
a line-drawing, as well as a text label. Concrete concepts are divided into 12 se-
mantic categories (i.e., mammals, body parts, buildings, building parts, clothes,
furniture, insects, kitchen utensils, miscellaneous functional artefacts, work tools,
vegetables, and vehicles) and 5 exemples of each are provided leading to a 60
class problem. The whole protocole is described in depth in [7], and at the
end, we get 20, 000 voxels representing the cortex activity. In our experiments,
we often consider a subset voxels (with a size ranging from 500 to 10000), our
selection procedure is based on the stability criterion also used in [7].

Z = {zi}i=1,...,N , zi 2 Rp be the collection of associated word semantic rep-
resentations (N words, namely one for each image represented in p dimensions).
The ridge regressor consists in learning � 2 Rd⇥p coe�cients that maps e�-
ciently from the voxel space to the semantic space. As far as the multitask
LASSO (MTL) is concerned, we assume that we have a K-task, corresponding
to K di↵erent semantic spaces (all being p-dimension). Thus, for each image,
we have K semantic representations associated to targeted word and we dis-

tinguish K regression problems: each semantic representation z
(k)
i is estimated

using �(k). The global optimization problem is formulated as:
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We adopted a blockwise coordinate descent algorithm proposed in [15] to solve
the multi-task regression. The block regularization corresponds to an hypothesis
that makes sense: for each voxel, we try to vanish all coe�cient associated to
the tasks. Either a voxel is useful or not, but it is unlikely that it is useful for
only a subset of tasks.

Once we get all �(k), we still have to build a decision criterion to choose the
word to be associated to the fMRI. We map each word w in the kth semantic
space using the ⌦(k) function, thus we get ⌦(k)(w) 2 Rp. In parallel, we obtain K
semantic representation associated to the fMRI x using �(k) coe�cients. Then
we compute the cosine similarity in the intermediate space and we merge the
results using a linear combination:

sim(x, w) =
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hx�(k),⌦(k)(w)i
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Obviously, the word with the highest similarity to an fMRI is chosen.

4 Experiments and Discussion

4.1 fMRI dataset

We get the fMRI dataset from [7]. fMRI data was collected from nine partici-
pants while they react to a double stimuli : for each concept, they were shown
a line-drawing, as well as a text label. Concrete concepts are divided into 12 se-
mantic categories (i.e., mammals, body parts, buildings, building parts, clothes,
furniture, insects, kitchen utensils, miscellaneous functional artefacts, work tools,
vegetables, and vehicles) and 5 exemples of each are provided leading to a 60
class problem. The whole protocole is described in depth in [7], and at the
end, we get 20, 000 voxels representing the cortex activity. In our experiments,
we often consider a subset voxels (with a size ranging from 500 to 10000), our
selection procedure is based on the stability criterion also used in [7].

◦ Ω is a semantic (learned or manually designed)
◦ Corpus = 60 words ; 58 for training, 2 for testing
◦ > 80% accuracy (several semantics & bloc regularization)

Pipanmaekaporn et al., 2015

Designing Semantic Feature Spaces for Brain-Reading
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Can we tackle brain-reading in EEG ?

◦ J. Grainger (Marseille) built some datasets
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Can we tackle brain-reading in EEG ?

◦ J. Grainger (Marseille) built some datasets

High variabiliy :
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Preliminary results

◦ SVM ≈ Ridge

◦ Binary classification of couples of letters

- 325 experiments
- Baseline (random) = 50%

Ridge Regression
56.46% 59.58% 52.11%
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Preliminary results

◦ SVM ≈ Ridge

◦ Binary classification of couples of letters

- 325 experiments
- Baseline (random) = 50%

BE-C + Ridge Regression
62.71% 73.28% 64.72%
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Preliminary results

◦ SVM ≈ Ridge

◦ Binary classification of couples of letters

- 325 experiments
- Baseline (random) = 50%

Lasso + Ridge Regression
63.21% 75.75% 52.14%
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Source Localization Credit : A. Gramfort

◦ X sources activations in RP×T , we measure M ∈ RS×T

◦ G gain, estimated by modeling scalp electromagnetic
properties s.t. : M = GX

Inverse problem :

Finding X from M measurements.

Gramfort et al. 2003

Time-Frequency Mixed-Norm Estimates : Sparse M/EEG imaging with
non-stationary source activations
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Source Localization Credit : A. Gramfort

Formulation :

X̃star = arg min
X̃

‖M− GX̃‖F

Major problem : noise level ( !)

A. Gramfort’s proposals :

◦ Using a time-frequency representation

◦ Exploiting mix-norm regularizations
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Conclusion

◦ Many beautiful problem (from both real life & ML point of
view)

◦ Many existing dataset (BCI, fMRI...)

◦ Many existing tools (sklearn, mne...)

Let’s decode the brain !
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