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Artificial Intelligence & Machine Learning

—— Input (X) Output (Y) Application
Digita

email —> spam? (0/1) spam filtering

| Alrir audio > text transcript speech recognition

\“ / Data AN \ i . . s

\‘ Machine-Learning \ | | English > Chinese machine translation

\ Deep L. ad, user info > click? (0/1) online advertising

Neural Net.

image, radar info —, position of other cars self-driving car
image of phone — defect? (0/1) visual inspection

Al: computer programs that engage in
tasks which are, for now, performed
more satisfactorily by human beings

N-Al (Narrow Artificial Intelligence),
dedicated to a single task

because they require high-level mental # G-Al (General Al), which replaces
processes. humans in complex systems.
Marvin Lee Minsky, 1956 Andrew Ng, 2015
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The Ingredients of Machine-Learning

L Data

R Sensors
L. w757 amMazon
A ) webservices
Jupyter \

e thon™ Y= ' Storage & il \icrosoft
= SnviDIA, Software | Computing WHl] Azure

L S, g D 3 Google Cloud
oogle Clou

T pQ Models

o K GitHub <A

O P}/TOer / “~ | Hugging Face NVIDIA.
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Machine-Learning vs Expert Knowledge

Modeling Expert Knowledge Machine Learning

’ e
vitamin }« Nutrition
IRy
Ingredigpyg

A relationship extraction method for domain knowledge graph construction,
Yu et al. 2020

l Inference
Training H Classifier }
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Different behaviors:
different strengths and weaknesses, different costs & requirements
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Machine-Learning vs Expert Knowledge

Modeling Expert Knowledge Machine Learning
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A relationship extraction method for domain knowledge graph construction,
Yu et al. 2020
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Different behaviors:
different strengths and weaknesses, different costs & requirements
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DEEP LEARNING &
REPRESENTATION LEARNING

[APPLICATION TO TEXTUAL DATA]
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/=\  From tabular data to text

- Tabular data é
- Fixed dimension é 5 > (O ) = pred

- Continuous values

- Textual data this new iPhone, what a marvel
- Variable |ength {An iPhone? What a scam!
- Discrete values ( )
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Al + Textual Data: Natural Language Processing (NLP)

NLP = largest scientific community in Al
Linguistics [1960-2010]
Rule-based Systems:

{like, love,

. R _ —+ > #product m Requires expert knowledge
appreciate} m Rule extraction <
L df)dlgn't’ ggt,'t}H {like, Igv?,} —+ — #product | ve.r)-/ clean data
esnt, donty appreciate m Very high precision
X {haétzt;c;?;he, —+ > #product m Low recall
m Interpretable system
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A‘ Al + Textual Data: Natural Language Processing (NLP)

NLP = largest scientific community in Al

Machine Learning [1990-2015]

. ) > @
Bag of Words N S & -
I. g J (Q."Zr & @ _\‘C‘ RS é;i':r Supervision
1 1 1 1 1 0 0 S[periiee
This new iPhone, g%b _
what a marvel ‘wthlg.} 0 0 0 1 1 1 1 -1 = negative
f\\‘
I
An iPhone? What | [ c&®
a scam! 'PRPnB
) an Vhgy, X Y
‘ ‘ |Tra|n|ngamode|| f E w;T ;A Y
+=+] [+ ][+=+]) = = [=][=
w
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Al + Textual Data: Natural Language Processing (NLP)

NLP = largest scientific community in Al

Linguistics [1960-2010] Machine Learning [1990-2015]
m Requires expert knowledge m Little expert knowledge needed
m Rule extraction < m Statistical extraction <
very clean data robust to noisy data
+ Interpretable system ~ Less interpretable system
-+ Very high precision — Lower precision
— Low recall + Better recall

Precision = criterion for acceptance by industry

— Link to metrics
6/36
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Deep/Representation Learning for Text Data
[2008, 2013, 2016]

From Bag of Words to Vector Representations

Bag-of-Words

d1 1 00 .
“ 5 car Similarity ++
4
a2 001 < <:| N :> D
Distance ++
Same [\ | | Tt
distance k >O R
3 cat ' >
d3 0 1.0 * Continuous Vector Space
~ S @ *~ Q
> & 3 & N
£ & 8
LeCun, Y., Bengio, Y., Hinton, G. (2015). Deep learning. Nature, 521(7553), 436-444. 236
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From Bag of Words to Vector Representations [2008, 2013, 2016]

s —
|The fluffy cat napped lazily|in the sunbeam.
I adopted a stray cat from the shelter last week.
My cat loves to chase after toy mice.
The black cat stealthily crept through the dark alley.
I often find my cat perched on the windowsill, watching birds.
She gently stroked her cat's fur as it purred contentedly.
Our neighbor's cat frequently visits our backyard.

_?; My cat has a preference for fish flavored cat food.
fluffy g The cat stealthily stalked a mouse in the garden.
1.9 My grandmother has a collection of porcelain cat figurines.
03 The cat napped peacefully in the warm sunlight.
'g-i ) O 0 A
cat |44 - <)::> Same grandmother
0.9 . 1 Sentence l
1.4 - ) mbrella
_ mouse keyboard fluffyu *
0.1 \ \ fish / bicycle
. -1.3 pineapple
vehicle 06 = food
1.9 . ‘\\\\ napped telescope "”’—
03 B C) 1 NOT astronaut guitar =¥
) <:::> Same eyes —» cat ‘\<\ garden
. . ) Ol Sentence Yo : .
H - W ocean night rainbow
: J / ~
- birds

>
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chatGPT

Limits Conclusion

Deep/Representation Learning for Text Data

From Bag of Words to Vector Representations

man
cats

/ dogs / \
caf / woman

actor

dog \ / you\

King actress he \ your
his
queen she
Roma Paris .
Berlin her
good \
Italy better —>» best
France bad
Germany ~

worse —» worst

3

>

[2008, 2013, 2016]

m Semantic Space:

similar meanings
=
close positions

m Structured Space:
grammatical regularities,
basic knowledge, ...

Distributed representations of words and phrases and their compositionality, Mikolov et al. NeurlPS 2013
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Deep/Representation Learning for Text Data

From Bag of Words to Vector Representations [2008, 2013, 2016]

From Words to Tokens

Word Piece statistical split
m Representation of

token
—— o unknown words
'Machine-Learning .~ o4 m Adaptation to technical
b T ? ® domains
PR : m Resistance to spelling
' errors

Continuous Vector Space

Enriching word vectors with subword information. Bojanowski et al. TACL 2017.
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Aggregating word representations: towards generative Al

m Generation & Representation
m New way of learning word positions

The fluffy cat napped lazily in the sunbeam.
I adopted a stray cat from the shelter last week.

My cat loves to chase after toy mice.

The black cat stealthily crept through the dark alley.

>
‘“-j I often find my cat perched on the windowsill, watching birds.
- = - She gently stroked her cat's fur as it purred contentedly.
Prediction = ::> ldly Our neighbor's cat frequently visits our backyard.
La er [+ The playful cat swatted at the dangling string with its paw.
Y/ 8 My cat has a preference for fish flavored cat food.
>

The cat stealthily stalked a mouse in the garden.

VRN My grandmother has a collection of porcelain cat figurines.
\OQ Corpus
<
@
&
; Q
Hidden 9
Q
Layer ¥ Loss wrt
o Ground Truth
4 A @
Representation
Layer

vV
The fluffy cat napped

Sequence to Sequence Learning with Neural Networks, Sutskever et al. NeurlPS 2014 8/36
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Transformer architecture: state-of-the-art aggregation

Recurrent Neural Network: Transformer:

Fully Connected

s = B + 5 W i

— vi =) @i
h1—ho—>h3—> —is J
—
I — 5
1 | Self-attention E
—> Matrix >
3 L5 — £
— Lij B
T 4
———— F
’Its rammg cats and dogs ‘
wen v | [ [1]]]]]
embeddlngs

Attention is all you need, Vaswani et al. NeurlPS 2017 ’Its eI dOQS‘

Sequence to Sequence Learning with Neural Networks, Sutskever et al. NeurlPS 2014 9/36




Introduction Deep learning & NLP  ocoooeo chatGPT Limits Conclusion

Transformer architecture: state-of-the-art aggregation

Recurrent Neural Network: Transformer:

= (00000

Fully Connected

= 00000
UQZZ%U]‘

J

hey1 = he Wi + X a Wa

-

hi1—ho—>h3—> —is

Self-attention
Matrix
qi
T3 5 .

Vi ositional
‘Its rammg cats and dogs ‘ _ EBH

Attention is all you need, Vaswani et al. NeurlPS 2017 (i @0 et e e el

Sequence to Sequence Learning with Neural Networks, Sutskever et al. NeurlPS 2014 9/36
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Transformer architecture: state-of-the-art aggregation

Recurrent Neural Network: Transformer:
S
nb
transf. _“,
blocks H
hf+1 = hf Wl + Xt+1 W2 —\ Transformer
block

h1—>hos—>h3—> —s

I Transformer
block
L1 L2 T3 X4 5
word
T cross-attn
| | | | head

’It's raining cats and dogs ’

[ It's raining cats and dogs J

Attention is all you need, Vaswani et al. NeurlPS 2017 9/36
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A new developpement paradigm since 2015

m Huge dataset + huge archi. = unreasonable training cost
m Pre-trained architecture + O-shot / finetuning

Pretraining Pretrained Language Model Finetuned Model

Word prediction; sentence completion; ...

m T Adapted Language
Model

Decoder
hi—ho—>hs—>hy
words & text
representations ki hi h1 H Language Model
Encoder
assive corpus | |t's raining MASK and PRED expected
A target
WWW
EER A ARS
Y T
IKIPEDIA OerS
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CHATGPT
NOVEMBER 30, 2022

1 MILLION USERS IN 5 DAYS
100 MILLION BY THE END OF JANUARY 2023
1.16 BILLION BY MARCH 2023
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The Ingredients of chatGPT

0. Transformer + massive data (GPT)

Huge Huge
+Filtered Transformer Causal pretraining
dataset architecture

Transformer _ -
block [1 963, he was was assassinated in Dallas ... }

]
L
L
T

[Most answer yellow, but orange or red ... }

Transformer
block

GPT

ikirEDiA= 3%

of the corpus

[

[What is the color of the sun? }

m Grammatical skills: singular/plural agreement, tense concordance
m (Parametric) Knowledge: entities, names, dates, places

Language Models are Few-Shot Learners, Brown et al. 2020 11/36
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Limits Conclusion

The Ingredients of chatGPT

1. More is better! (GPT)

+ more input words [500 = 2k, 32k, 100K]
+ more dimensions in the word space [500-2k = 12K]|
+ more attention heads [12 = 96]
+ more blocks/layers [5-12 = 96]

175 Billion parameters... What does it mean?

m 1.75- 10! = 300 GB + 100 GB (data storage for
inference) ~ 400GB

m NVidia A100 GPU = 80GB of memory (=20k€)
m Cost for (1) training: 4.6 Million €

nb
transf.
blocks

Transformer
block

Transformer
block

word
cross-attn
head

word
representation
dimension

[ It's raining cats and dogs }

12/36
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The Ingredients of chatGPT

2. Dialogue Tracking

Specific training

/
_/ .
Dialog follow-up
GPT Coreference resolution
Way of speaking
o ‘/ﬁ
A

Dialog corpus

m Very clean data Data generated/validated /ranked by humans

13/36
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The Ingredients of chatGPT

3. Fine-tuning on different (£) complex reasoning tasks

Instruction finetuning

Please answer the following question.
What is the boiling point of Nitrogen?

A

Chain-of-thought finetuning

Answer the following question by
reasoning step-by-step.

The cafeteria had 23 apples. If they
used 20 for lunch and bought 6 more,
how many apples do they have?

The cafeteria had 23 apples
originally. They used 20 to
Z make lunch. So they had 23 -

/ 20 = 3. They bought 6 more
apples, so they have 3 + 6 = 9.

Language
model

Multi-task instruction finetuning (1.8K tasks)

Inference: generalization to unseen tasks
Geoffrey Hinton is a British-Canadian

computer scientist born in 1947. George
Washington died in 1799. Thus, they
could not have had a conversation
together. So the answer is “no”.

Q: Can Geoffrey Hinton have a
conversation with George Washington?

Give the rationale before answering.

Scaling Instruction-Finetuned Language Models, Chung et al., JMLR 2024 14/36
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The Ingredients of chatGPT

Instructions + answer ranking

I’ \\

I' Al \

o | G - m :

prediction 1 A3 N

Score : :

A1 [0 : A10 '

1

A1l 1 .

A2 ' Multiple Scoring !

A2 I + n : generation :

A3 ' :

A10 : Reinforcement !

. J/ 1 A learning :
P at0) B '
1
1
AY

Chat GPT

m Database created by humans m ... Also a way to avoid critical
m Response improvement topics = censorship

Training language models to follow instructions with human feedback, Ouyang et al., 2022 15/36
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GPT4 & Multimodality

Merging information from text & image. Learning to exploit information jointly

The example of VQA: visual question answering

4096 output units from last hidden layer 1024
(VGGNet, Normalized)

1000

1024 1000

" = Fully-Connected
Convolution Layer Fully-Connected MLP
Pooling Layer  + Non-Linearity Pooling Layer

Convolution Layer
+ Non-Linearity

uzn
2X2X512 LSTM

.
I ‘I ‘I ‘I |
> > > >
Fully-Connected

“How many horses are in this image?”

1024

Pﬂif‘ti‘”isle Fully-Connected Softmax
multiplication

= Backpropagate the error = modify word representations + image analysis
VQA: Visual Question Answering, arXiv, 2016 , A. Agrawal et al.
16/36
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Towards Larger Foundation Models?

m Let the modalities enrich each other

Tasks
R Question 9
% Answering ° .

Data & Sentiment
[ K ’ Analysis

vl a ~)
Text
‘l’ I

&

r‘y Images %

Information V\‘

[
m Extraction

L . Adaptation
Speech W Training FOlI\J’In(ilatEOH \'% Image
ode! | 4  Captionin Z
%’ piioning \\\‘/
. Structured

*. Data
4 p Object

3D Signals é L %‘7 ‘ ‘ Recognition

Instruction

%' Following .. ]

s
On the Opportunities and Risks of Foundation Models, Tech. Report, Stanford, 2021
Bommasani et al. 17/36
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chatGPT and the relationship with truth

Likelyhood — grammatr, agreement, {1963, he was was assassinated in Dallas ... ]
tense concordance, logical sequences...
= Repeated knowledge

Predict the most plausible word...
= produces hallucinations

Offline functioning Example: producing a bibliography

Can you give me a short bibliography on VAE for Time
Series?

recurrens.
C h a t G P T # k n OWIGdge gra p h S "Variational Recurrent Autoencoders” par Chung et al. (2016) - Cette étude introduit

une approche VAE pour la modélisation de séquences temporelles en utilisant des.

réseaux de neurones récurrents et une méthode de maximisation de la vraisemblance

pour la phase d

Variational 1t aut d
oF: roprint arXiv:1412 6581, 2014

"Generative Modeling for Time !
Bao et al. (2017) - Cette étude ¢ yu,
pour la modélisation de séries ti ¥t

And silly mistakes!

4. "Deep Variational Bayes Filters: Unsupervised Learning of State Space Models from

+ we cannot predict the errors P 0t

Brilliant answers...

for (VRAE). Such a model can be u
2fois Autres aricles  Les 2 versi

18/36
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Generative Al: how to evaluate performance?

The critical point today

m How to evaluate against ground truth?
m How to evaluate system confidence / plausibility of generation?

m T retoa ot oo T, oy,
match n

count(gram,)

reference text " / 3 100% |
: —= b reca
"the fox jumps" —> [the' 'fox 'jumps'] 3

The Ultimate Performance Metric in NLP, J. Briggs, Medium 2021

19/36
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A‘ Generative Al: how to evaluate performance?

The critical point today

m How to evaluate against ground truth?
m How to evaluate system confidence / plausibility of generation?

0.0020 2 | | | ' | | 1 L
NN FashionMNIST-TRAIN
B FashionMNIST-TEST

00015 - WM MNIST-TEST

0.0010 - -
0.0005 - -
0.0000 al | 1 [ [ [ [ 1 r
—4000 —-3500 —-3000 —2500 —2000 —-1500 —-1000 -500 0
log p(X)
Plausibility Train Test

El%] Do Large Language Models Know What They Don't Know?, Yin et al. , ACL, 2023

Ea Do Deep Generative Models Know What They Don’t Know?, Nalisnick et al. , ICLR, 2019 19/36
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Stability /predictability

m Difficult to bound a behavior

m Impossible to predict good/bad answers

= Little/no use in video games

how old is Obama

Barack Obama was born on August 4, 1961, making him 61 years old as of February 2,
2023.

20/36
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Stability /predictability

m Difficult to bound a behavior

m Impossible to predict good/bad answers

= Little/no use in video games

how old is obama?

As of 2021, Barack Obama was born on August 4, 1961, so he is 60 years old.

and today?

20/36



Deep learning & NLP

Introduction

Explainability... And complexity

Limits 000@000

Agoregaton

Sensor 1 |() Up/Down
Sensor 2 Simple Flashing 26 o> | —>
rules light olle! k

0

Sensord |()

Word sequence
(= combination)

Word prediction

Uses Conclusion

m Simple system m Large dimension

m Exhaustive testing of m Complex non-linear combinations
inputs/outputs

m Predictable & explainable

m Non-predictable &
non-explainable 21/36
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A‘ Explainability... And complexity

Interpretability vs Post-hoc Explanation

Neural networks = non-interpretable (almost always)
too many combinations to anticipate

Neural networks = explainable a posteriori (almost always)

[Uber Accident, 2018]

m Simple system m Large dimension
m Exhaustive testing of m Complex non-linear combinations
inputs/outputs m Non-predictable &

m Predictable & explainable non-explainable 21/36



Introduction Deep learning & NLP chatGPT Limits ~ 00ococe00

Transparency : open source / open weight

m Can | modify it? Adaptation
m What training data was used? Data contamination / skills
m What editorial stance / censorship is involved? Access to information
m Why this answer? Explainability / interpretability

Foundation Model Transparency Index Scores by Major Dimensions of Transparency, 2023

Source: 2023 Foundation Model Transparency Index

OOMeta [, jsssiene  G)OpenAl  stability.ai  (GOOgle  anthromc  ®cohere  AlRflabs  Inflection aMAazon

Llama 2 BLOOMZ GPT-4  Stable Diffusion2 PaLM 2 Claude 2 Command Jurassic-2 Inflection-1 Titan Text Average
Data  40% 60% 20% 20%
Labor 29% 17%
Compute 57% 17%
> Methods 48%
¢

g Model Basics 50% 63%
% Model Access 33% 33% 67% 33% - 33% 57%
L_é Capabilities 80% 80% 60% 60% 40% 20% 62%
s Risks 20% 20% 20% 20% 24%
g Mitigations 40% 40% 20% 20% 20% 26%
% Distribution 7% 7% 57% 1% 7% 57% 57% 43% 43% 43% 59%
2 UsagePolicy  40% 20% 80% 40% 60% 60% 40% 20% 60% 20% aa%
Feedback | 33% 33% 33% 33% 33% 33% 33% 33% 33% 30%
Impact 1%

Average 57% 52% 47% 47% aN% 39% 31% 20% 20% 13%

https://crfm.stanford.edu/fmti/May-2024/index.html 22/36
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Introduction Deep learning & NLP chatGPT

Limits

O0O0O0O0C®O0

Uses Conclusion

Costs / Frugality

The Rise and Rise of ALl
Large Language Models (LLMS)xe sssorsteatosive cracer

Google @ Meta/Facebook @ Microsoft @ OpenAl @ Other

- size = no. of parameters open-access

@ Amazon-owned @ Chinese

BOTS — . . . Je ce o o 4@ e
\ BlenderBatl PLATO-XL aenglAGEA"  BingCheisue 2
billion parameters P
{ \ GPT-4*
WuDao 2.0 kS J
- Emie 40
ol *
PanGu-Sigma
\ Minerva Than Y paimp
B

0 @ sensecrat

Emio3.0 Tita Falcon 1808
175 Bion < - Lo -
PanGuAph e BLOOM - )
@ ot @ @ e
T3 Q O ewmus@
LaMDA  FLAN
Galactica
(0] 4 DEFICS
- ‘Stablal M
@ crinchila. @ O'” oM &

xarge talda aMa2 o

Retro488
GPT-Neok  AlexaTM
o . .
/ ®emGPT O oMT5¢ ® +Doly20 InfemiM
P2 . Codex R . eco o
A . Ty s o Apaca Sail-78
BERT TS5 Megatron-TiB weth GPTNeO  sijgg
pre-2020 2020 21 22 2023

David McCandless, Tom Evans, Paui Bartan
Information is Beautiful // UPDATED 2nd Nov 23

source: news reports, LifeAvchitect ai
* = parameters undisclosed /[ see the data

# Parameters

1998
2011
2012
2017
2018
2018
2019
2020
2025

LeNet-5

Senna

AlexNet

= 0.06M
= 7.3M
= 60M

Transformer = 656M / 210M

ELMo
BERT
GPT2
GPT3

Llama-4

= 94M

— 110M / 340M
= 1,500M

= 175,000M

= 2,000,000M

23/36
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A‘ Everything beyond the LLM's capabilities/training

ATARI 2600 SCORES STUNNING
VICTORY OVER CHATGPT

m Simple calculations ChatGPT 40 v

(multiplication, division)

m Generating n-syllable animal names
(in progress)
m Playing chess

m Follow (complex) causal reasoning

Do you want to play a game of chess?

u ...
WHEN YOU UNDERESTIMATE A 1977 CHESS ENGINE...
AND IT HUMBLES YOU IN FRONT OF THE WHOLE INTERNET

24/36



LARGE LANGUAGE MODELS
USES
[IN NUTRITION RESEARCH]
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Key uses in 5 pictures

Reformulation

Information access
Brainstorming

%

25/36
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(1) Formatting information

1
- .- e = = = - ’

A fantastic tool for QOD
formatting =

{ Formatting, language, ... }

m Personal assistant

m Standard letters, recommendation letters, cover letters, termination letters
m Translations

m Meeting reports
m Formatting notes
m Writing scientific articles
m Writing ideas, in French, in English

= No new information, just writting, cleaning up, ...

26/36
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=\ (1) Nutrition use : Input standardization (?)

= opportunity to fuse heterogeneous information

°
| | Iorl I ”tol I“’"‘ ETa (D
B
La porte s'ouvre pour un B
owtsctnaogespoutave  séchage naturel et parfait

—
Créez 3 linfini avec
+de 20 apps
Creative <1ouf

()
HEI

Creative Cloud "R/

INCA2 Individual ?E
national study of —_— Y
food consumption in

France Database
a nseg

ARTICLE OPEN
FoodOn: a harmonized food ontology
traceabﬂlty, quality control and data ir

=@ O P J. Griffiths®®, Gurinder S. Gosal', Pier L. Buttigieg®, Ro

3rinkman? and William W. L. Hsiao ("7

27/36
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(1) Chat & RAG : a new way to access information

vocabulary

A
A\ 4

Metrics
(e.g. BM25)

100100 | <: Query

Heading A

Loreolor sit amet,
consectetur adipisicing elit,
sed do eiusmod tempor
incididunt ut labore et Index Ranked list
dolore magna aliqua. of docs

IS

28/36



Introduction Deep learning & NLP chatGPT Limits Uses 0000000000

Latent space
< > Metrics
(e.g. cosine)

0% 7577 58050 ] <):| [[03 -09 12 -0.7 0.6 0.1]
| Lo
Heading M
ﬁ

Lorem ipsum dolor sit amet,

consectetur adipisicing elit, Continuous
sed do eiusmod tempor

incididunt ut labore et Index

dolore magna aliqua. Ranked list
of docs

28/36
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(1) Chat & RAG : a new way to access information

-
[

- %Q — ad

‘What is the color of the sun?

Offline model,
no index/no sourcing

{Most answer yellow, but orange or red ... J

Word-by-word Generation

No Guarantee,
No Sourcing

28/36
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(1) Chat & RAG : a new way to access information

Intranet /
Internet

[What is the color of the sun? ‘

Most answer yellow, but orange or red ..

Mix Extraction/Generation

+ sourcing as in QA

= A way to build a reliable chatbot to advise users?

m Parametric memory vs Information Retrieval 25/
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m Find inspiration [writer's block syndrome]
m Organize ideas quickly
m Avoid omissions / increase confidency

m Search in a targeted way, adapted to one’s needs

= Impressive answers, sometimes incomplete or partially
incorrect... But often useful

3 reference articles on the use of transformers in recommendation systems
What is the purpose of the log-normal Poisson law?
Propose 10 sections for a course on Transformers in Al

m In which areas are LLMs reliable?
m What are the risks for primary information sources?

m What societal risks for information?
20/36
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(2) Internal knowledge exploitation for nutrition

m Brainstorming in the kitchen: which application for cooking?

m Ingredient substitution... At every scale: Ingredient, Food, Dish

Corpus
A
. 7 . O
[...] slice the tomatoes, sauté the onions [...]} 0 5
O oo
<& :30\3 o L Zucchini
‘o‘(\o >
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(2) Internal knowledge exploitation for nutrition

m Brainstorming in the kitchen: which application for cooking?
m Ingredient substitution... At every scale: Ingredient, Food, Dish
m ++ Upgrade by contextualization

Corpus

[...] slice the tomatoes, sauté the onions [...]J

%,
)
]
]
I
]
]
]

o Bell peppers
( Transformer J o
o %
@ :j\j R
RS \ L Zucchini |
A

NGRS
P Q}{\O >

Tomatoes 30/36
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(2) Internal knowledge exploitation for nutrition

m Brainstorming in the kitchen: which application for cooking?

m Ingredient substitution... At every scale: Ingredient, Food, Dish
m ++ Upgrade by contextualization

m Interoperability and ontologies

INCAZ2 Individual

national study of ARTICLE  OPEN
jon i 00dOn: a harmonized food ontology
food consumption in FoodOn: a harmonized food ontology
France Database traceability, quality control and data ir
~ x - & % -, ::;ilr;der . Gosal', Pler L. Buttigleg”, Ro
- s ane filliam W. L. Hsiao ('

Food Cantaner or Wrapsing

Food Packing ecum partof Panto Animal

Multilingual alignment
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(2) Internal knowledge exploitation for nutrition

m Brainstorming in the kitchen: which application for cooking?

m Ingredient substitution... At every scale: Ingredient, Food, Dish
m ++ Upgrade by contextualization

m Interoperability and ontologies

INCA2 Indiv

el A new alignment ood ol
e method based on s
| FoodOn as pivot

ontology

""" Patrice Buche, Julien Cufi, Liliana Ibanescu,
Alrick Oudot, Magalie weber

12/10/2021
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(3) Coding: Different Tools, Different Levels

Providing solutions to exercises k?
Learning to code or getting back into it .
GitHub

Copilot

m New languages, new approaches (ML?7)
m Benefit from explanations...
But how to handle mistakes?

Help with a library [getting started)]

Faster coding

m What about copyrights?

m What impact on future code processing?

How to adapt teaching methods?

How many calls are needed for code completion?
What about the carbon footprint?

m What is the risk of error propagation?
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(4) Document Analysis

Summarizing documents / articles
Dialoguing with a document database

Assistance in writing reviews

FAQs, internal support services within
companies

A NotebookLM

Think irter,
Not Harder

Technology watch

Generating quizzes from lecture notes

Try HaotebookLM

m Will articles still be read in the future?
m Should we make our articles NotebookLM-proof?

m How to save time while remaining honest and ethical?
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(4) Information Extraction in Nutrition

m Ontology building (mostly textual data)

33/36
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m Ontology building (mostly textual data)
m Image analysis

Before Meal Peach Ketchup Coke Milk

& Vi

Extract Hamburger French Fries Sugar Cookie
——— i

m Food recognition

m Segmentation

= m Estimation of quantities

@ . Food Intake
Comparison
—_

A An Overview of The Technology Assisted Dietary Assessment Project at Purdue University.,
~  Khanna et al. , 2010

}@
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Introduction Deep learning & NLP

m Ontology building (mostly textual data)

m Image analysis
m Multimodal analysis + algorithmic process

ingredients-encoder concatenation

LSTM LSTM LSTM N\ R
A triplet loss ResNet-50

N

\

ingr, ingr, ingr,

Rectipe

i i image
instructions-encoder

LSTM—> LSTM—> + —> LSTM —>

I !
&

[ 0 [
A A H
inst; inst, inst,

== Images & Recipes: Retrieval in the cooking context, SIGIR 2018
Carvalho et al.
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(4) Information Extraction in Nutrition

m Ontology building (mostly textual data)
m Image analysis
m Multimodal analysis + algorithmic process

ingr (ingredients) instr (cooking instructions)

1) pizza dough 1) Cut the dough into two 8-ounce sized pieces.
- 2) hummus 2) Roll the ends under to create round balls.
N 3) arugula 3) Then using a well-floured rolling pin, roll the dough out
= 4) cherry / grape tomatoes into 12-inch circles.

S) pitted greek olives 4) Place the dough circles on sheets of parchment paper.

6) crumbled feta cheese .. ..

;; g;;l:[ted butter 1) Preheat the oven to 375 degrees F.
k] 3 o y . 2) In a large bowl, whisk together the melted butter and
= ) condensed milk il bined
. 3 sugar eggs until combined. . )
= X 3) Whisk in the sweetened condensed milk, sugar, vanilla,
3 5) vanilla extract ecans, chocolate chips, butterscotch chips, and co-
a 6) chopped pecans pecans, PS, o PS,

conut.

7) chocolate chips

== Images & Recipes: Retrieval in the cooking context, SIGIR 2018
Carvalho et al.
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(4) Information Extraction in Nutrition

m Ontology building (mostly textual data)
m Image analysis
m Multimodal analysis + algorithmic process

Top 2
-

E/g Images & Recipes: Retrieval in the cooking context, SIGIR 2018
Carvalho et al.
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Module 1 Module 3
Run LLM locally o

Extract knowledge Module 2
Sort documents / generate summaries < >

Generate examples to train a model
[Teacher/student - distillation]

Generate variants of examples 7 increase
dataset size

[Data augmentation]

= Integrate the LLM into a processing pipeline
= little/less supervision = Agentic Al

m Can | train models on generated data?
m How much does it cost? ($ + CO;2) Need for GPUs?
m How good are open-weight models?

34/36
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(5) LLM in a Production Pipeline / Agentic Al

WWW-

Module 3
| ] Run I_I_M DataBases "
: LLM
| | EXtraCt kr me\uuw% ® TIRRET VLN’E:W H ™
o (.OST ¥ [46
m Sort docul i E
m Generate ¢ |
PROFITABILITY
Bl \“%"
) Generate \ o ﬁé

dataset siz | ey .
gs

= Integrate 1 : : A i
’.' Ud 0}

34/36
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(5) What about RecSys in Nutrition?

Profiling is roughly everywhere in Information Retrieval

Tastes

Social connexions

Information
Retrival
Ly > /

Ranked list
of docs v Profile
[ 0.3 -0.91.2-0706 0.1]

<=

Reranking
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(5) What about RecSys in Nutrition?

Opportunities in nutrition : modeling user preferences

Corpus

e}
[...] slice the tomatoes, sauté the onions [...] ‘

o“”éb

&

>

T TR ki

/ ¢ Affinity

&)
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(5) What about RecSys in Nutrition?

Building consistent proposals... With expert constraints

hy

Sequence learning
Meal }—’ B
records Set prediction baseline
g Contraintes user 45

User@ Personalized Meal Generation 5 -
o, o

Context

constraint

fl; 0.38
tomate [ 0 —)[ tomate pain | 8620 [5¢>» an

poulet | 820 \ 0.2

Séquence la plus vraisemblable trouvée par le beam search sous contraintes

(cow e ot P S ponme | con>

<eos> | 0
; riz | 03 7 L - - - pomme éyahoun 012

=4 Génération séquentielle prenant en compte des informations contextuelles en nutrition , CAp 2025
Combeau et al.
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CONCLUSION



- Introduction Deep learning & NLP chatGPT Limits Conclusion

New tools for new opportunities

LLMs offer new perspectives in nutrition:

m A natural and convenient interface for users
m enabling dialogue, plate analysis, and personalized advice

m Accessible on multiple devices, from computers to smartphones and smart
kitchens (Alexa, Google Assistant, ...)

m A means to unify and connect existing nutritional resources
m A powerful tool to extract and structure knowledge = enrich databases

m A modular component for next-generation recommender systems
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