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A quick historical tour of Artificial Intelligence
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A quick historical tour of Artificial Intelligence

Emergence (or Reinvention) of GAFAM/GAMMA

1994 200420011998 1999 2006200219971995 2005 2007
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A quick historical tour of Artificial Intelligence

Emergence (or Reinvention) of GAFAM/GAMMA
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A quick historical tour of Artificial Intelligence

Formation of a Wave of Artificial Intelligence
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Artificial Intelligence & Machine Learning

Digital

AI

Data
Machine-Learning

Deep L.
Neural Net.

AI: computer programs that engage in
tasks which, for now, are more
satisfactorily performed by humans
because they require high-level mental
processes.

Marvin Lee Minsky, 1956

N-AI (Narrow Artificial
Intelligence), dedicated to a single
task

̸= G-AI (General AI), which replaces
humans in complex systems.

Andrew Ng, 2015
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Supervised Processing Chain & Models
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Supervised Processing Chain & Models

R

G

Supervision

 pred

Features

Diam
ete

r

Avg
 gr

ee
n l

ev
el

...
Fe

at
ur

e 
Ex

tra
ct

io
n

4/62



Introduction Deep-Learning chatGPT Uses Limits Risks Conclusion

Supervised Processing Chain & Models
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Supervised Processing Chain & Models
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Random initialization... And random decision-making (at first!)
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Supervised Processing Chain & Models
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Gradient Backpropagation(1986)

Updating the weights

Epsilon-sized steps, many iterations over the data
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Supervised Processing Chain & Models

...
Red
Red
Green

Training is slow and costly

Inference is (much) faster
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Supervised Processing Chain & Models

Différentes étapes en machine-learning

Data

Model
selection

Parameter tuning
Optimization

Best model

Industrialization

Model Training = Intensive Computing Model exploitation = limited Computing
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Measuring Performance

Estimating performance (in generalization)...
Is just as important as training the model itself!
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Ingredients of Artificial Intelligence

Models

Software

Data
Sensors

Storage &
Computing

6/62



Deep-Learning & NLP⋆

[⋆ Natural Language Processing]



Introduction Deep-Learning chatGPT Uses Limits Risks Conclusion

From tabular data to text

➜ Tabular data
➜ Fixed dimension
➜ Continuous values

➜ Textual data
➜ Variable length
➜ Discrete values

f(            ) = pred

this new iPhone, what a marvel

An iPhone? What a scam!
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AI + Textual Data: Natural Language Processing (NLP)

NLP = largest scientific community in AI

Linguistics [1960-2010]

Rule-based Systems:

*
{like, love, 

 appreciate} * #product

*
{like, love, 

 appreciate} * #product{didn't, not,  
doesn't, don't}

*
{hate, loathe,

detest} * #product

Requires expert knowledge

Rule extraction ⇔
very clean data

Very high precision

Low recall

Interpretable system
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AI + Textual Data: Natural Language Processing (NLP)

NLP = largest scientific community in AI

Machine Learning [1990-2015]
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AI + Textual Data: Natural Language Processing (NLP)

NLP = largest scientific community in AI

Linguistics [1960-2010] Machine Learning [1990-2015]

Requires expert knowledge

Rule extraction ⇔
very clean data

+ Interpretable system

+ Very high precision

− Low recall

Little expert knowledge needed

Statistical extraction ⇔
robust to noisy data

≈ Less interpretable system

− Lower precision

+ Better recall

Precision = criterion for acceptance by industry

→ Link to metrics
8/62



Introduction Deep-Learning chatGPT Uses Limits Risks Conclusion

Deep/Representation Learning for Text Data

From Bag of Words to Vector Representations [2008, 2013, 2016]

car

vehicle

cat

Bag-of-Words

1        0    0

0        0    1

0        1    0

ca
r

ve
hic

le ca
t
d1

d2

d3

wo
rd

 1

wo
rd

 D... ... ...

Same
distance

Continuous Vector Space

Similarity ++

Distance ++

LeCun, Y., Bengio, Y., Hinton, G. (2015). Deep learning. Nature, 521(7553), 436-444.
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Deep/Representation Learning for Text Data

From Bag of Words to Vector Representations [2008, 2013, 2016]

...

The fluffy cat napped lazily in the sunbeam.
I adopted a stray cat from the shelter last week.
My cat loves to chase after toy mice.
The black cat stealthily crept through the dark alley.
I often find my cat perched on the windowsill, watching birds.
She gently stroked her cat's fur as it purred contentedly.
Our neighbor's cat frequently visits our backyard.
My cat has a preference for fish flavored cat food.
The cat stealthily stalked a mouse in the garden.
My grandmother has a collection of porcelain cat figurines.
The cat napped peacefully in the warm sunlight.
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Deep/Representation Learning for Text Data

From Bag of Words to Vector Representations [2008, 2013, 2016]

cat
dog

cats
dogs

good

bad better

worse

Italy France
Germany

Roma Paris
Berlin

man

woman
actor

actress he

she his
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you

yourking
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best
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Semantic Space:

similar meanings
⇔

close positions

Structured Space:
grammatical regularities,
basic knowledge, ...

Distributed representations of words and phrases and their compositionality, Mikolov et al. NeurIPS 2013
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Deep/Representation Learning for Text Data

From Bag of Words to Vector Representations [2008, 2013, 2016]

From Words to Tokens

Machine-Learning

Continuous Vector Space

Word Piece statistical split

token
Representation of
unknown words

Adaptation to technical
domains

Resistance to spelling
errors

Enriching word vectors with subword information. Bojanowski et al. TACL 2017.
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Aggregating word representations: towards generative AI

Generation & Representation
New way of learning word positions

The fluffy cat napped lazily in the sunbeam.
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The fluffy cat napped lazily in the sunbeam.
I adopted a stray cat from the shelter last week.
My cat loves to chase after toy mice.
The black cat stealthily crept through the dark alley.
I often find my cat perched on the windowsill, watching birds.
She gently stroked her cat's fur as it purred contentedly.
Our neighbor's cat frequently visits our backyard.
The playful cat swatted at the dangling string with its paw.
My cat has a preference for fish flavored cat food.
The cat stealthily stalked a mouse in the garden.
My grandmother has a collection of porcelain cat figurines.

Corpus

Sequence to Sequence Learning with Neural Networks, Sutskever et al. NeurIPS 2014 10/62
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Use-Case: Machine Translation

Il tombe des cordes Criterion 1: regenerating the sentence

Beyond word-for-word translation, multilingual representation of sentences
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Use-Case: Machine Translation

Il tombe des cordes

It's raining cats and dogs

Criterion 1: regenerating the sentence

Criterion 1

Criterion 2:
Aligning sentence representations

Beyond word-for-word translation, multilingual representation of sentences
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Use-Case: Machine Translation

Il tombe des cordes

It's raining cats and dogs

Criterion 1: regenerating the sentence

Criterion 1

Criterion 2:
Aligning sentence representations

Es regnet Bindfäden

Beyond word-for-word translation, multilingual representation of sentences
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Transformer architecture: state-of-the-art aggregation

Recurrent Neural Network: Transformer:

ht+1 = htW1 + xt+1W2

It's raining cats and dogs

it's raining cats and dogs

Self-attention
Matrix

Fully Connected
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an

sf
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er

 L
ay

er

Token
embeddings

Attention is all you need, Vaswani et al. NeurIPS 2017

Sequence to Sequence Learning with Neural Networks, Sutskever et al. NeurIPS 2014 12/62
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Transformer architecture: state-of-the-art aggregation

Recurrent Neural Network: Transformer:

ht+1 = htW1 + xt+1W2

It's raining cats and dogs

It's raining cats and dogs

Transformer
block

Transformer
block

...

Attn word
cross-attn
head

nb
transf.
blocks

Attention is all you need, Vaswani et al. NeurIPS 2017

Sequence to Sequence Learning with Neural Networks, Sutskever et al. NeurIPS 2014
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Transformer architecture: state-of-the-art aggregation

Recurrent Neural Network: Transformer:

ht+1 = htW1 + xt+1W2

It's raining cats and dogs

Attention is all you need, Vaswani et al. NeurIPS 2017

Sequence to Sequence Learning with Neural Networks, Sutskever et al. NeurIPS 2014
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A new developpement paradigm since 2015

Huge dataset + huge archi. ⇒ unreasonable training cost
Pre-trained architecture + 0-shot / finetuning

cat dog

Encoder

Pretraining

text

Decoder

words & text
representations

Word prediction; sentence completion; ...

Pretrained Language Model Finetuned Model

Language Model

your
(small)
data

expected
target+

Adapted Language
Model

Massive corpus

= 3% 

   of the corpus

It's raining MASK and PRED
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chatGPT
November 30, 2022

1 million users in 5 days
100 million by the end of January 2023
1.16 billion by March 2023



Introduction Deep-Learning chatGPT Uses Limits Risks Conclusion

The Ingredients of chatGPT

0. Transformer + massive data (GPT)

Massive corpus

= 3%
   of the corpus

Transformer
block

Transformer
block
...

Causal pretraining

JFK died in 

GPT

1963, he was was assassinated in Dallas ...

What is the color of the sun?

GPT

Most answer yellow, but orange or red ...

Huge
Transformer
architecture

Huge 
+Filtered
dataset

Grammatical skills: singular/plural agreement, tense concordance
Knowledges

Language Models are Few-Shot Learners, Brown et al. 2020
14/62



Introduction Deep-Learning chatGPT Uses Limits Risks Conclusion

The Ingredients of chatGPT

1. More is better! (GPT)

+ more input words [500 ⇒ 2k, 32k, 100k]

+ more dimensions in the word space [500-2k ⇒ 12k]

+ more attention heads [12 ⇒ 96]

+ more blocks/layers [5-12 ⇒ 96]

175 Billion parameters... What does it mean?

1.75 · 1011 ⇒ 300 GB + 100 GB (data storage for
inference) ≈ 400GB

NVidia A100 GPU = 80GB of memory (=20k€)

Cost for (1) training: 4.6 Million €
It's raining cats and dogs

word

representation
dimension

Transformer

block

Transformer

block

...

Attn word

cross-attn

head

nb
transf.
blocks
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The Ingredients of chatGPT

2. Dialogue Tracking

Dialog corpus

GPT

Specific training

Dialog follow-up
Coreference resolution
Way of speaking

Very clean data Data generated/validated/ranked by humans
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The Ingredients of chatGPT

3. Fine-tuning on different (±) complex reasoning tasks

Scaling Instruction-Finetuned Language Models
Hyung Won Chung� Le Hou� Shayne Longpre� Barret Zoph† Yi Tay†

William Fedus† Yunxuan Li Xuezhi Wang Mostafa Dehghani Siddhartha Brahma
Albert Webson Shixiang Shane Gu Zhuyun Dai Mirac Suzgun Xinyun Chen

Aakanksha Chowdhery Alex Castro-Ros Marie Pellat Kevin Robinson
Dasha Valter Sharan Narang Gaurav Mishra Adams Yu Vincent Zhao

Yanping Huang Andrew Dai Hongkun Yu Slav Petrov Ed H. Chi
Je� Dean Jacob Devlin Adam Roberts Denny Zhou Quoc V. Le

Jason Wei⇤

Google

Abstract

Finetuning language models on a collection of datasets phrased as instructions has been shown to improve
model performance and generalization to unseen tasks. In this paper we explore instruction finetuning
with a particular focus on (1) scaling the number of tasks, (2) scaling the model size, and (3) finetuning on
chain-of-thought data. We find that instruction finetuning with the above aspects dramatically improves
performance on a variety of model classes (PaLM, T5, U-PaLM), prompting setups (zero-shot, few-shot, CoT),
and evaluation benchmarks (MMLU, BBH, TyDiQA, MGSM, open-ended generation, RealToxicityPrompts).
For instance, Flan-PaLM 540B instruction-finetuned on 1.8K tasks outperforms PaLM 540B by a large margin
(+9.4% on average). Flan-PaLM 540B achieves state-of-the-art performance on several benchmarks, such as
75.2% on five-shot MMLU. We also publicly release Flan-T5 checkpoints,1 which achieve strong few-shot
performance even compared to much larger models, such as PaLM 62B. Overall, instruction finetuning is a
general method for improving the performance and usability of pretrained language models.
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Figure 1: We finetune various language models on 1.8K tasks phrased as instructions, and evaluate them on unseen tasks.
We finetune both with and without exemplars (i.e., zero-shot and few-shot) and with and without chain-of-thought,
enabling generalization across a range of evaluation scenarios.

�Equal contribution. Correspondence: lehou@google.com.
†Core contributor.
1Public checkpoints: https://github.com/google-research/t5x/blob/main/docs/models.md#flan-t5-checkpoints.
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Scaling Instruction-Finetuned Language Models, Chung et al., JMLR 2024 17/62
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The Ingredients of chatGPT

4. Instructions + answer ranking

Question?

 A1
 A2

 A3

 A10

...

PPO

Question

 A1

 A2

 A3

 A10

Score
10

Score
prediction

 A1

6

9

1

Question?

GPT

 A1
 A2

 A3

 A10

...

Multiple
generation

PPO

Scoring

Reinforcement
learning

Database created by humans

Response improvement

... Also a way to avoid critical
topics = censorship

Training language models to follow instructions with human feedback, Ouyang et al., 2022 18/62
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Steps & Performance

Massive data ⇒ HQ data (dialogue) ⇒ Tasks ⇒ RLHF

19/62
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Usage of chatGPT & Prompting

Asking chatGPT = skill to acquire ⇒ prompting

Asking a question well: ... in detail, ... step by step
Specify number of elements e.g. : 3 qualities for ...
Provide context : cell for a biologist / legal assistant

Don’t stop at the first question

Detail specific points
Redirect the research
Dialogue

Rephrasing

Explain like I’m 5, like a scientific article, bro style, ...
Summarize, extend
Add mistakes (!)

https://chatgptprompts.guru/what-makes-a-good-chatgpt-prompt/

⇒ Need for practice [1 to 2 hours], discuss with colleagues

20/62
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Towards few-shot learning

Learning without modifying the model = examples in the prompt

21/62
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GPT4 & Multimodality

Merging information from text & image. Learning to exploit information jointly

The example of VQA: visual question answering

⇒ Backpropagate the error ⇒ modify word representations + image analysis
VQA: Visual Question Answering , arXiv, 2016 , A. Agrawal et al.
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Towards Larger Foundation Models?

Let the modalities enrich each other
6 Center for Research on Foundation Models (CRFM)

Fig. 2. A foundation model can centralize the information from all the data from various modalities. This
one model can then be adapted to a wide range of downstream tasks.

Homogenization and emergence interact in a potentially unsettling way. Homogenization could
potentially provide enormous gains for many domains where task-speci�c data is quite limited — see
the opportunities presented in several such domains (e.g., §3.1: ����������, §3.2: ���, §3.3: ����
������); on the other hand, any �aws in the model are blindly inherited by all adapted models
(§5.1: ��������, §5.6: ������). Since the power of foundation models comes from their emergent
qualities rather than their explicit construction, existing foundation models are hard to understand
(§4.4: ����������, §4.10: ������, §4.11: ����������������) and they have unexpected failure
modes (§4.7: ��������, §4.8: ����������). Since emergence generates substantial uncertainty over
the capabilities and �aws of foundation models, aggressive homogenization through these models is
risky business. Derisking is the central challenge in the further development of foundation models
from an ethical (§5.6: ������) and AI safety (§4.9: ���������) perspective.

1.1.1 Naming.

We introduce the term foundation models to �ll a void in describing the paradigm shift we are
witnessing; we brie�y recount some of our reasoning for this decision. Existing terms (e.g., pretrained
model, self-supervised model) partially capture the technical dimension of these models, but fail to
capture the signi�cance of the paradigm shift in an accessible manner for those beyond machine
learning. In particular, foundation model designates a model class that are distinctive in their
sociological impact and how they have conferred a broad shift in AI research and deployment.
In contrast, forms of pretraining and self-supervision that technically foreshadowed foundation
models fail to clarify the shift in practices we hope to highlight.

On the Opportunities and Risks of Foundation Models, Tech. Report, Stanford, 2021
Bommasani et al. 23/62
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Why So Much Controversy?

New tool [December 2022]

+ Unprecedented adoption speed [1M users in 5 days]

Strengths and weaknesses... Poorly understood by users
Significant productivity gains
Surprising / sometimes absurd uses
Bias / dangerous uses / risks

Misinterpreted feedback
Anthropomorphization of the algorithm and its errors

Prohibitive cost: what economic, ecological, and societal model?

Dall-e generated images

24/62
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At the end of the day

Language
Model

Statistical Modeling of
Texts

Texts spliting = 
tokens

Starting text 

D
ic
tio
na

ry

Large
entire
For
units
...
can
may
...

Token forecasting

0.02
0.01
0.00
0.00
...
0.00
0.00
0.09
...
0.30

Iterative Process
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Key uses in 5 pictures

Reformulation

Information access
Brainstorming

Coding

Document 
Analysis

LLMProcessing chain
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(1) Formatting information

A fantastic tool for

formatting

Formatting, language, ...

No new ideas

Personal assistant
Standard letters, recommendation letters, cover letters, termination letters
Translations

Meeting reports
Formatting notes

Writing scientific articles
Writing ideas, in French, in English

Document analysis
Information extraction, question-answering, ...

⇒ No new information, just writting, cleaning up, ... 27/62
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(2) Brainstorming / Course Planning / Statistics Review

Find inspiration [writer’s block syndrome]

Organize ideas quickly

Avoid omissions / increase confidency

Search in a targeted way, adapted to one’s needs

⇒ Impressive answers, sometimes incomplete or partially
incorrect... But often useful

3 reference articles on the use of transformers in recommendation systems
What is the purpose of the log-normal Poisson law?

Propose 10 sections for a course on Transformers in AI

In which areas are LLMs reliable?
What are the risks for primary information sources?

What societal risks for information?
28/62
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(3) Coding: Different Tools, Different Levels

Providing solutions to exercises

Learning to code or getting back into it

New languages, new approaches (ML?)
Benefit from explanations...

But how to handle mistakes?

Help with a library [getting started ]

Faster coding

What about copyrights?

What impact on future code processing?

How to adapt teaching methods?

How many calls are needed for code completion?
What about the carbon footprint?

What is the risk of error propagation?
29/62
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(4) Document Analysis

Summarizing documents / articles

Dialoguing with a document database

Assistance in writing reviews

FAQs, internal support services within
companies

Technology watch

Generating quizzes from lecture notes

Question

Réponse

Will articles still be read in the future?

Should we make our articles NotebookLM-proof?

How to save time while remaining honest and ethical?
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(5) LLM in a Production Pipeline / Agentic AI

Run LLM locally

Extract knowledge

Sort documents / generate summaries

Generate examples to train a model
[Teacher/student - distillation]

Generate variants of examples ↗↗ increase
dataset size

[Data augmentation]

⇒ Integrate the LLM into a processing pipeline
= little/less supervision = Agentic AI

Module 1

Module 2
LLM

Module 3

LLM

Can I train models on generated data?

How much does it cost? ($ + CO2) Need for GPUs?

How good are open-weight models?

31/62
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LLM vs Information Retrieval

Heading

Lorem ipsum dolor sit amet,
consectetur adipisicing elit,
sed do eiusmod tempor
incididunt ut labore et
dolore magna aliqua.

ips
um

1 Query

vocabulary
Metrics

 (e.g. BM25)

Ranked list
of docs

0 0 1 0 0

Index
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LLM vs Information Retrieval

Heading

Lorem ipsum dolor sit amet,
consectetur adipisicing elit,
sed do eiusmod tempor
incididunt ut labore et
dolore magna aliqua.

0.2

Query

Latent space
Metrics

 (e.g. cosine)

Ranked list
of docs

-1.5 1.7 -0.8 0.6 0

Continuous
Index

LLM

LLM

0.3 -0.9 1.2 -0.7 0.6 0.1
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LLM vs Information Retrieval

Heading

Lorem ipsum
dolor sit amet,
consectetur
adipisicing elit,
sed do eiusmod
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1 Query
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Metrics
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pa
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LLM vs Information Retrieval

Heading

Lorem ipsum
dolor sit amet,
consectetur
adipisicing elit,
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1 Query

vocabulary
Metrics

 (e.g. BM25)

Ranked list
of docs

0 0 1 0 0
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Vision
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LLM vs Information Retrieval

0.2

Query

Latent space
Metrics

 (e.g. cosine)

Ranked list
of docs

-1.5 1.7 -0.8 0.6 0

Continuous
Index

LLM + vision 0.3 -0.9 1.2 -0.7 0.6 0.1

Heading

Lorem ipsum
dolor sit amet,
consectetur
adipisicing elit,
sed do eiusmod
tempor

caption: le
paysage...

LLM + vision
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LLM vs Information Retrieval

Ranked list
of docs

0.3 -0.9 1.2 -0.7 0.6 0.1
Profile

Social connexions

Tastes

Information
Retrival

Reranking
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LLMs ⇒ RAG : parametric memory vs Info. Extraction

Asking for information from ChatGPT... A surprising use!
But is it reasonnable? [Real Open Question (!)]

LLM

Request

Offline model,
no index/no sourcing

Most answer yellow, but orange or red ...

What is the color of the sun?

Word-by-word Generation

Internet

No Guarantee,
No Sourcing
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LLMs ⇒ RAG : parametric memory vs Info. Extraction

LLM Request

Most answer yellow, but orange or red ...

What is the color of the sun?

+ Documents to analyse
( = context )

Extracted answer

Web query + analysis, automatic summary, rephrasing, meeting reports...
(Current) limit on input size (2k then 32k tokens)
= pre chatGPT use of LLM for question answering
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LLMs ⇒ RAG : parametric memory vs Info. Extraction

LLM

Request

Most answer yellow, but orange or red ...

What is the color of the sun?

Mix Extraction/Generation

Intranet /
Internet

+ sourcing as in QA

1

2

RAG: Retrieval Augmented Generation
(Current) limit on input size (2k then 32k tokens)

33/62



Introduction Deep-Learning chatGPT Uses Limits Risks Conclusion

Language Handling

Language models are (mostly)
multilingual:

⇒ Think in the language you are most
comfortable with
⇒ Ask for answers in the target
language

[Wendler et al. 2024] Do Llamas Work in English?

On the Latent Language of Multilingual Transformers

(a) Translation task

(b) Repetition task

7B

(c) Cloze task

13B 70B

Figure 2: Language probabilities for latents during Llama-2 forward pass, for (a) translation task from union of
German/French/Russian to Chinese, (b) Chinese repetition task, (c) Chinese cloze task. Each task evaluated for
model sizes (columns) 7B, 13B, 70B. On x-axes, layer index; on y-axes, probability (according to logit lens) of
correct Chinese next token (blue) or English analog (orange). Error bars show 95% Gaussian confidence intervals
over input texts (353 for translation, 139 for repetition and cloze).

from the remaining words. An English example
before translation to the other languages follows:

A "___" is used to play sports like soccer and basket-
ball. Answer: "ball".
A "___" is a solid mineral material forming part of
the surface of the earth. Answer: "rock".
A "___" is often given as a gift and can be found in
gardens. Answer: "

Word selection. To enable unambiguous language
attribution (criterion 2), we construct a closed set
of words per language. As a particularly clean case,
we focus on Chinese, which has many single-token
words and does not use spaces. We scan Llama-2’s
vocabulary for single-token Chinese words (mostly
nouns) that have a single-token English translation.
This way, Llama-2’s probabilities for the correct
next Chinese word and for its English analog can
be directly read off the next-token probabilities.

For robustness, we also run all experiments on
German, French, and Russian. For this, we trans-
late the selected Chinese/English words and, for
each language, discard words that share a token pre-

fix with the English version, as this would render
language detection (cf. Sec. 3.4) ambiguous.

We work with 139 Chinese, 104 German, 56
French, and 115 Russian words (cf. Appendix A.1).

3.4 Measuring latent language probabilities

To investigate a hypothetical pivot language inside
Llama-2, we apply the logit lens to the latents
h( j)

n corresponding to the last input token xn for
each layer j, obtaining one next-token distribution
P(xn+1 |h( j)

n ) per layer. Our prompts (cf. Sec. 3.3)
are specifically designed such that an intermediate
next-token distribution lets us estimate the proba-
bility of the correct next word in the input language
as well as English. Since we specifically select
single-token words in Chinese (ZH) as well as En-
glish (EN), we can simply define the probability
of language ` 2 {ZH, EN} as the probability of the
next token being `’s version t` of the correct single-
token word: P(lang = ` |h( j)

n ) := P(xn+1 = t` |h( j)
n ).

(For readability we also simply write P(lang = `).)

15370

(a) Translation task

(b) Repetition task

7B

(c) Cloze task

13B 70B

Figure 2: Language probabilities for latents during Llama-2 forward pass, for (a) translation task from union of
German/French/Russian to Chinese, (b) Chinese repetition task, (c) Chinese cloze task. Each task evaluated for
model sizes (columns) 7B, 13B, 70B. On x-axes, layer index; on y-axes, probability (according to logit lens) of
correct Chinese next token (blue) or English analog (orange). Error bars show 95% Gaussian confidence intervals
over input texts (353 for translation, 139 for repetition and cloze).

from the remaining words. An English example
before translation to the other languages follows:

A "___" is used to play sports like soccer and basket-
ball. Answer: "ball".
A "___" is a solid mineral material forming part of
the surface of the earth. Answer: "rock".
A "___" is often given as a gift and can be found in
gardens. Answer: "

Word selection. To enable unambiguous language
attribution (criterion 2), we construct a closed set
of words per language. As a particularly clean case,
we focus on Chinese, which has many single-token
words and does not use spaces. We scan Llama-2’s
vocabulary for single-token Chinese words (mostly
nouns) that have a single-token English translation.
This way, Llama-2’s probabilities for the correct
next Chinese word and for its English analog can
be directly read off the next-token probabilities.

For robustness, we also run all experiments on
German, French, and Russian. For this, we trans-
late the selected Chinese/English words and, for
each language, discard words that share a token pre-

fix with the English version, as this would render
language detection (cf. Sec. 3.4) ambiguous.

We work with 139 Chinese, 104 German, 56
French, and 115 Russian words (cf. Appendix A.1).

3.4 Measuring latent language probabilities

To investigate a hypothetical pivot language inside
Llama-2, we apply the logit lens to the latents
h( j)

n corresponding to the last input token xn for
each layer j, obtaining one next-token distribution
P(xn+1 |h( j)

n ) per layer. Our prompts (cf. Sec. 3.3)
are specifically designed such that an intermediate
next-token distribution lets us estimate the proba-
bility of the correct next word in the input language
as well as English. Since we specifically select
single-token words in Chinese (ZH) as well as En-
glish (EN), we can simply define the probability
of language ` 2 {ZH, EN} as the probability of the
next token being `’s version t` of the correct single-
token word: P(lang = ` |h( j)

n ) := P(xn+1 = t` |h( j)
n ).

(For readability we also simply write P(lang = `).)

15370
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chatGPT and the relationship with truth

1 Likelyhood = grammar, agreement,
tense concordance, logical sequences...

⇒ Repeated knowledge

2 Predict the most plausible word...
⇒ produces hallucinations

3 Offline functioning

4 chatGPT ̸= knowledge graphs

5 Brilliant answers...
And silly mistakes!

+ we cannot predict the errors

JFK died in 

GPT

1963, he was was assassinated in Dallas ...

Example: producing a bibliography
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Generative AI: how to evaluate performance?

The critical point today

How to evaluate against ground truth?

How to evaluate system confidence / plausibility of generation?

The Ultimate Performance Metric in NLP, J. Briggs, Medium 2021
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Generative AI: how to evaluate performance?

The critical point today

How to evaluate against ground truth?
How to evaluate system confidence / plausibility of generation?

Published as a conference paper at ICLR 2019

(a) Train on FashionMNIST, Test on MNIST (b) Train on CIFAR-10, Test on SVHN

(c) Train on CelebA, Test on SVHN (d) Train on ImageNet,
Test on CIFAR-10 / CIFAR-100 / SVHN

Figure 2: Histogram of Glow log-likelihoods for FashionMNIST vs MNIST (a), CIFAR-10 vs SVHN
(b), CelebA vs SVHN (c), and ImageNet vs CIFAR-10 / CIFAR-100 / SVHN (d).

for these results. We report results only for Glow, but we observed the same behavior for RNVP
transforms (Dinh et al., 2017).

We next tested if the phenomenon occurs for other common deep generative models: PixelCNNs
and VAEs. We do not include GANs in the comparison since evaluating their likelihood is an open
problem. Figure 3 reports the same histograms as above for these models, showing the distribution of
log p(x) evaluations for FashionMNIST vs MNIST (a, b) and CIFAR-10 vs SVHN (c, d). The training
splits are again denoted with black bars, and the test splits with blue, and the out-of-distribution splits
with red. The red bars are shifted to the right in all four plots, signifying the behavior exists in spite
of the differences between model classes.

4 DIGGING DEEPER INTO THE FLOW-BASED MODEL

While we observed the out-of-distribution phenomenon for PixelCNN, VAE, and Glow, now we
narrow our investigation to just the class of invertible generative models. The rationale is that
they allow for better experimental control as, firstly, they can compute exact marginal likelihoods
(unlike VAEs), and secondly, the transforms used in flow-based models have Jacobian constraints
that simplify the analysis we present in Section 5. To further analyze the high likelihood of the
out-of-distribution (non-training) samples, we next report the contributions to the likelihood of each
term in the change-of-variables formula. At first this suggested the volume element was the primary
cause of SVHN’s high likelihood, but further experiments with constant-volume flows show the
problem exists with them as well.

Decomposing the change-of-variables objective. To further examine this curious phenomenon,
we inspect the change-of-variables objective itself, investigating if one or both terms give the out-
of-distribution data a higher value. We report the constituent log p(z) and log |@f�/@x| terms for
NVP-Glow in Figure 4, showing histograms for log p(z) in subfigure (a) and for log |@f�/@x| in
subfigure (b). We see that p(z) behaves mostly as expected. The red bars (SVHN) are clearly shifted
to the left, representing lower likelihoods under the latent distribution. Moving on to the volume
element, this term seems to cause SVHN’s higher likelihood. Subfigure (b) shows that all of the

5

Plausibility

Published as a conference paper at ICLR 2019

J SAMPLES

(a) MNIST samples (b) FashionMNIST samples

(c) CIFAR-10 samples (d) SVHN samples

Figure 13: Samples. Samples from CV-Glow models used for analysis.

19

Train

Published as a conference paper at ICLR 2019

J SAMPLES

(a) MNIST samples (b) FashionMNIST samples

(c) CIFAR-10 samples (d) SVHN samples

Figure 13: Samples. Samples from CV-Glow models used for analysis.

19

Test

Do Large Language Models Know What They Don’t Know? , Yin et al. , ACL, 2023

Do Deep Generative Models Know What They Don’t Know? , Nalisnick et al. , ICLR, 2019
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Stability/predictability

Difficult to bound a behavior

Impossible to predict good/bad answers

⇒ Little/no use in video games
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Stability/predictability

Difficult to bound a behavior

Impossible to predict good/bad answers

⇒ Little/no use in video games
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Stability, explainability... And complexity

Sensor 1

Simple
rules

Sensor 2

Sensor d

Up/Down

Flashing
light

0

...

Vocabulary (huge)

Word sequence 

(= combination)

Aggregation

Word prediction

it's raining cats and dogs

Simple system

Exhaustive testing of
inputs/outputs

Predictable & explainable

Large dimension

Complex non-linear combinations

Non-predictable &
non-explainable 38/62



Introduction Deep-Learning chatGPT Uses Limits Risks Conclusion

Stability, explainability... And complexity

Interpretability vs Post-hoc Explanation

Neural networks = non-interpretable (almost always)
too many combinations to anticipate

Neural networks = explainable a posteriori (almost always)

[Uber Accident, 2018]

Simple system

Exhaustive testing of
inputs/outputs

Predictable & explainable

Large dimension

Complex non-linear combinations

Non-predictable &
non-explainable 38/62
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Transparency : open source / open weight

Can I modify it? Adaptation
What training data was used? Data contamination / skills
What editorial stance / censorship is involved? Access to information
Why this answer? Explainability / interpretability

The Foundation Model Transparency Index
Rishi Bommasani*1 Kevin Klyman*1

Shayne Longpre2 Sayash Kapoor3 Nestor Maslej1 Betty Xiong1 Daniel Zhang1

Percy Liang1

1Stanford University
2Massachusetts Institute of Technology

3Princeton University

Stanford Center for Research on Foundation Models (CRFM)
Stanford Institute for Human-Centered Arti�cial Intelligence (HAI)

Foundation models have rapidly permeated society, catalyzing a wave of generative AI applications
spanning enterprise and consumer-facing contexts. While the societal impact of foundation models is
growing, transparency is on the decline, mirroring the opacity that has plagued past digital technologies
(e.g. social media). Reversing this trend is essential: transparency is a vital precondition for public
accountability, scienti�c innovation, and e�ective governance. To assess the transparency of the founda-
tion model ecosystem and help improve transparency over time, we introduce the Foundation Model
Transparency Index. The 2023 Foundation Model Transparency Index speci�es 100 �ne-grained
indicators that comprehensively codify transparency for foundation models, spanning the upstream
resources used to build a foundation model (e.g. data, labor, compute), details about the model itself
(e.g. size, capabilities, risks), and the downstream use (e.g. distribution channels, usage policies, a�ected
geographies). We score 10 major foundation model developers (e.g. OpenAI, Google, Meta) against the
100 indicators to assess their transparency. To facilitate and standardize assessment, we score developers
in relation to their practices for their �agship foundation model (e.g. GPT-4 for OpenAI, PaLM 2 for
Google, Llama 2 for Meta). We present 10 top-level �ndings about the foundation model ecosystem: for
example, no developer currently discloses signi�cant information about the downstream impact of its
�agship model, such as the number of users, a�ected market sectors, or how users can seek redress for
harm. Overall, the Foundation Model Transparency Index establishes the level of transparency today to
drive progress on foundation model governance via industry standards and regulatory intervention.
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Costs / Frugality

# Parameters

1998 LeNet-5 = 0.06M

2011 Senna = 7.3M

2012 AlexNet = 60M

2017 Transformer = 65M / 210M

2018 ELMo = 94M

2018 BERT = 110M / 340M

2019 GPT2 = 1,500M

2020 GPT3 = 175,000M
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Costs / Frugality

Emergent Capabilities
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LLMs & Frugality

Distillation
Pruning
Quantization

Mixture of Experts

Open LLM

GPT/closed
LLM

Data generation
Knowledges

Model Alignment

Frugality... Model size x1000 in 3y... Then optimization x1/100 in 2y
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Distillation
Pruning
Quantization

Mixture of Experts

Open LLM

GPT/closed
LLM

Data generation
Knowledges

Model Alignment

... ...

... ...

1413.851

FP32 ⇒ INT4

... ... ...

Some example text
that's free-flowing
within the dropdown
menu.

 Selector

Multiple models

...

+ Code industrialization

Frugality... Model size x1000 in 3y... Then optimization x1/100 in 2y
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Different costs for different users/languages

It's raining cats and dogs

Transformer
block

Transformer
block

...

Attn word
cross-attn
head

nb
transf.
blocks
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Typology of AI Risks in NLP (L. Weidinger)
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Access to Information

Access to dangerous/forbidden information

+Personal data
Right to digital oblivion

Information authorities

Nature: unconsciously, image = truth
Source: newspapers, social media, ...
Volume: number of variants, citations
(pagerank)

Text generation: harassment...

Risk of anthropomorphizing the algorithm

Distinguishing human from machine
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Machine Learning & Bias

Mustache, Triangular Ears, Fur
Texture

Cat

Over 40 years old, white,
clean-shaven, suit

Senior Executive

Bias in the data ⇒ bias in the responses
Machine learning is based on extracting statistical biases...

⇒ Fighting bias = manually adjusting the algorithm
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Machine Learning & Bias

Sterreotypes from Pleated Jeans

Gender choice

Skin color

Posture

...

Bias in the data ⇒ bias in the responses
Machine learning is based on extracting statistical biases...

⇒ Fighting bias = manually adjusting the algorithm
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Bias Correction & Editorial Line

Bias Correction:

Selection of specific data, rebalancing

Censorship of certain information

Censorship of algorithm results

⇒ Editorial work... Done by whom?

Domain experts / specifications

Engineers, during algorithm design

Ethics group, during result validation

Communication group / user response

⇒ What legitimacy? What transparency? What
effectiveness?
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Machine learning is never neutral

1 Data selection

Sources, balance, filtering

2 Data transformation

Information selection, combination

3 Prior knowledge

Balance, loss, a priori, operator choices...

4 Output filtering

Post processing
Censorship, redirection, ...

⇒ Choices that influence algorithm results
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Data Leak(s): different security levels

chatGPT

Query (& documents)

Recording
Query + documents +

user feedback

Most answer yellow, but orange or red ...

What is the color of the sun?US Server

Future Optimization

Transfer of sensitive data
Exploitation of data by OpenAI (or others)
Data leakage in future models
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Data Leak(s): different security levels

Level 1:
Commercial tools,
free to use

Variable licenses (depending on the companies and
subject to change over time). Uncertain data protec-
tion, risk to personal data.
chatGPT, Mistral, Perplexity, ...

Level 2:
Commercial tools,
paid licence

Strong contractual guarantees. Risks associated with
the Patriot Act. Possible to enforce non-storage of
queries.
chatGPT, Mistral, Perplexity, ...

Level 3:
Commercial tools,
paid licence +

+ Negotiation on the server location/data security.
Microsoft Azur, Mistral, AWS, ...

Level 4:
Local use

Use of a locally operated LLM, with no data trans-
ferred over the web.
HuggingFace, Ollama, ...
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Security Issues

Plug-ins ⇒ Often significant security vulnerabilities
for users

Email access / transfer of sensitive information etc...

Management issues for companies

Securing (very) large files

Increased opportunities for malware signatures

≈ software rephrasing

New problems!

Direct malware generation

plugin

Aswer
proposition

Malware
Direct access to the
core of the system

Malware = signature

Reformulation

D
iff

er
en

t s
ig

na
tu

re
s

Query

Malware
generation !
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What Educational Challenges

Redefine our educational priorities,
subject by subject,
as we did with Wikipedia/calculator/...

Accept the decline of certain skills

Train students in the use of LLMs, while
managing to temporarily prohibit their use

LLM

Teacher 24/7

Direct solution

Learn to recognize LLM-generated content, use
detection tools.

50/62



Introduction Deep-Learning chatGPT Uses Limits Risks Conclusion

Legal Risks/Questions

Reading, collection,
formatting

Storage
(temporary ou permanent)

Documents,
personal data,

medicine data, ...

Training model Trained model = 
Math function

Generate commands,
diagnostics, texts,

image, codes

Inference

Responsibility for
errors

Reproductions of
untraceable

extracts
Right to use data in

an algorithm
Optout

Usage regulation

Right to collect, 
right to copy,

consent

Model = 
emanation of data?

Copyright and 
database law
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Economic Questions

Funding/Advertising ⇔ visits by internet users

Google knowledge graph (2012) ⇒ fewer visits, less revenue

chatGPT = encoding web information... ⇒ much fewer visits?

⇒ What business model for information sources with chatGPT?

⇒ Who does benefit from the feedback? [StackOverFlow]
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Risks of AI Generalization

AI everywhere =
loss of meaning?

In the educational domain

Transposition to HR

To project-based funding
systems

Writing,
reflection,

outline, ideas

Automated
evaluation,

summary, ...

Outline, quiz,
illustrations

AI usage
verification
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How to approach the ethics question?

Medicine Artificial Intelligence

1 Autonomy: the patient must be able to make
informed decisions.

2 Beneficence: obligation to do good, in the
interest of patients.

3 Non-maleficence: avoid causing harm, assess
risks and benefits.

4 Equality: fairness in the distribution of health
resources and care.

5 Confidentiality: confidentiality of patient
information.

6 Truth and transparency: provide honest,
complete, and understandable information.

7 Informed consent: obtain the free and
informed consent of patients.

8 Respect for human dignity: treat all
patients with respect and dignity.

1 Autonomy: Humans control the process

2 Beneficence: in the interest of whom? User +
GAFAM...

3 Non-maleficence: Humans + environment /
sustainability / malicious uses

4 Equality: access to AI and equal opportunities

5 Confidentiality: what about the
Google/Facebook business model?

6 Truth and transparency: the tragedy of
modern AI

7 Informed consent: from cookies to
algorithms, knowing when interacting with an AI

8 Respect for human dignity: harassment
behavior/ human-machine distinction

54/62



Introduction Deep-Learning chatGPT Uses Limits Risks Conclusion

How to approach the ethics question?

Medicine Artificial Intelligence

1 Autonomy: the patient must be able to make
informed decisions.

2 Beneficence: obligation to do good, in the
interest of patients.

3 Non-maleficence: avoid causing harm, assess
risks and benefits.

4 Equality: fairness in the distribution of health
resources and care.

5 Confidentiality: confidentiality of patient
information.

6 Truth and transparency: provide honest,
complete, and understandable information.

7 Informed consent: obtain the free and
informed consent of patients.

8 Respect for human dignity: treat all
patients with respect and dignity.

1 Autonomy: Humans control the process

2 Beneficence: in the interest of whom? User +
GAFAM...

3 Non-maleficence: Humans + environment /
sustainability / malicious uses

4 Equality: access to AI and equal opportunities

5 Confidentiality: what about the
Google/Facebook business model?

6 Truth and transparency: the tragedy of
modern AI

7 Informed consent: from cookies to
algorithms, knowing when interacting with an AI

8 Respect for human dignity: harassment
behavior/ human-machine distinction

54/62



Conclusion



Introduction Deep-Learning chatGPT Uses Limits Risks Conclusion

Upcoming Challenges

What about hallucinations?
Should we try to reduce them or learn to live with them?
Will LLMs improve? In what directions?
Do LLMs make us lose our connection to truth? To verification?

Do we need small or large language models?
How much does it cost? Is it sustainable?
With or without fine-tuning?
What does frugality mean in the world of LLMs?

When others use them... What impact does it have on me?
Productivity (fellow researchers, coders, reviewers, ...)
Education: managing/training tech-savvy students

Data protection... Mine and others’
Is it reasonable to train LLMs on GitHub, Wikipedia, scientific papers, news
outlets, etc.?
How important is privacy? What are the risks when using an LLM?

55/62



Introduction Deep-Learning chatGPT Uses Limits Risks Conclusion

Upcoming Challenges

What about hallucinations?
Should we try to reduce them or learn to live with them?
Will LLMs improve? In what directions?
Do LLMs make us lose our connection to truth? To verification?

Do we need small or large language models?
How much does it cost? Is it sustainable?
With or without fine-tuning?
What does frugality mean in the world of LLMs?

When others use them... What impact does it have on me?
Productivity (fellow researchers, coders, reviewers, ...)
Education: managing/training tech-savvy students

Data protection... Mine and others’
Is it reasonable to train LLMs on GitHub, Wikipedia, scientific papers, news
outlets, etc.?
How important is privacy? What are the risks when using an LLM?

55/62

The smartphone has made me an augmented human...
Will the LLM make me an augmented researcher?

⇒ Still, have a look at NotebookLM
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Tools and Questions

New tools:

New ways to handle existing problems

Address new problems

... But obviously, it doesn’t always work!

AI often makes mistakes (assistant vs replacement)
Learning to use an AI system

AI not suited for many problems

AI = part of the problem (+interface, usage, acceptance...)
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Maturity of Tools & Environments

(More) mature tools

Environments: Jupyter, Visual Studio Code, ...

Machine Learning Scikit-Learn: blocks to assemble

Training: 1 week
Project completion: few hours to few days

Deep Learning pytorch, tensorflow: building blocks... but more
complex

Training: 2-5 weeks
Project completion: few days to few months
Mandatory for text and image

A data project = 10 or 100 times less time / 2005

Developing a project is accessible to non-computer scientists
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Levels of Access to Artificial Intelligence

1 User via an interface: chatGPT

Some training is still required (2-4h)

2 Using Python libraries

Basics on protocols
Standard processing chains
Training: 1 week-3 months (ML/DL)

3 Tool developer

Adapt tools to a specific case
Integrate business constraints
Build hybrid systems (mechanistic/symbolic)
Mix text and images
Training: ≥ 1 year
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Digital Sovereignty: the Entire Chain

Massive corpus

= 3%
   of the corpus JFK died in $

LLM

Pre-trained model construction

Data Mastery
- Collection/balance
- Cleaning

Training
- Computation power 

(x1000 GPU)
- Architecture ML

LLM

Question?

 A1
 A2

 A3

...

Structuration

Hard
question?

Dialogue
Tracking

Model Fine-Tuning

Data Mastery & Construction
- Human interactions +++
- Dataset cost
- Domain adaptation

LLM

Model exploitation

    Optimization / Cost reduction
- MLOps skills
- Local deployment

Industrialization

Deployment
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A Multitude of Professions

• Data management & hardware devices (storage, network, …)

Data architect / manager

• Update & Query on the data

Data Engineer

• Data visualization (chart, indicators, …)
• Statistical trends

Data Analyst

• Query on LM/foundation models with "prompts"

Prompt Engineer

• Query the data / critical selection & balance
• Algorithm development / adaptation / evaluation
• Advanced data visualization

Data Scientist

• Algorithm optimization
• Industrialize software solutions

MLOps Engineer

+ DPO :
Data Protection Officer
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Factors of Acceptability for Generative AI

1 Utilitarianism:

Performance (acceptance factor of chatGPT)
Reliability / Self-assessment

2 Non-dangerousness:

Bias / Correction
Transparency (editorial line, human/machine
confusion)
Reliable Implementation
Sovereignty (?)
Regulation (AI act)

Avoid dangerous applications

3 Know-how:

Training (usage/development)
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chatGPT: A Simple Step

Training & Tuning Costs
4-5 Million Euros / training ⇒ chatGPT is poorly trained!

Data Efficiency
chatGPT > 1000x a human’s lifetime reading

Identify Entities, Cite Sources
Anchoring responses in knowledge bases

Anchoring responses in sources

L’IA dans notre pédagogie ・Université Paris-Saclay

Accélération de la diffusion au grand public

11

Multiplication of initiatives: GPT,
LaMBDA, PaLM, BARD, BLOOM,
Gopher, Megatron, OPT, Ernie,
Galactica...

Public involvement,
impact on information access
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