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À L’IA FORTE

Lundi 18 novembre 2024
AgroParisTech

Vincent Guigue
vincent.guigue@agroparistech.fr

https://vguigue.github.io

vincent.guigue@agroparistech.fr
https://vguigue.github.io


From AI to
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Introduction chatGPT Uses Gen. AI Limits Risks LLM & Conscience

Digital & Artificial Intelligence

Two related but distinct concepts
AI: Different Definitions
1956 Any algorithm / program

1960-2012 Expert systems and logical reasoning
2012- Data & neural networks

Digital

AI

Data
Machine-Learning

Deep L.
Neural Net.

Computer
A. Turing

1941 1986 2012

Y. Lecun

Neural Networks

G. Hinton

Deep-learning
1956

Computer-
Sciences 

AI: wide variety of algorithms
Mainly : Expert System + Reasonning AI= Neural Networks
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Artificial Intelligence & Machine Learning

AI: computer programs that engage in
tasks which are, for now, performed
more satisfactorily by human beings
because they require high-level mental
processes.

Marvin Lee Minsky, 1956

N-AI (Narrow Artificial Intelligence),
dedicated to a single task

̸= G-AI (General AI), which replaces
humans in complex systems.

Andrew Ng, 2015
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Machine Learning Definition

1 Collecting labeled dataset

2 Training classifier

3 Exploiting the model

Dataset

Green

Red
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Green Red
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Measuring Performance

Estimating performance (in generalization)... as important as training the model!
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General AI vs Narrow AI
Narrow AI General AI
Like any computer science project:

Define Inputs & Outputs

Break down into subtasks

Build & test components
(processing chain)

Assert (limited) generalization (iid
assumption)

Performances Evaluation

Augmented Generalization
Capability (Universality)

Autonomous Learning

Data/information access
Knowledge extraction (Train-
ing+Eval+Confidence/Trust)

Reasoning

Conscience, Intentionality

Turing test
Wikipedia
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From tabular data to text

➜ Tabular data
➜ Fixed dimension
➜ Continuous values

➜ Textual data
➜ Variable length
➜ Discrete values

f(            ) = pred

this new iPhone, what a marvel

An iPhone? What a scam!
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AI + Textual Data: Natural Language Processing (NLP)

NLP = largest scientific community in AI

Linguistics [1960-2010]

Rule-based Systems:

*
{like, love, 

 appreciate} * #product

*
{like, love, 

 appreciate} * #product{didn't, not,  
doesn't, don't}

*
{hate, loathe,

detest} * #product

Requires expert knowledge

Rule extraction ⇔
very clean data

Very high precision

Low recall

Interpretable system
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AI + Textual Data: Natural Language Processing (NLP)

NLP = largest scientific community in AI

Machine Learning [1990-2015]
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AI + Textual Data: Natural Language Processing (NLP)

NLP = largest scientific community in AI

Linguistics [1960-2010] Machine Learning [1990-2015]

Requires expert knowledge

Rule extraction ⇔
very clean data

+ Interpretable system

+ Very high precision

− Low recall

Little expert knowledge needed

Statistical extraction ⇔
robust to noisy data

≈ Less interpretable system

− Lower precision

+ Better recall

Precision = criterion for acceptance by industry

→ Link to metrics
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Deep/Representation Learning for Text Data

From Bag of Words to Vector Representations [2008, 2013, 2016]

car

vehicle

cat

Bag-of-Words

1        0    0

0        0    1

0        1    0
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le ca
t
d1

d2

d3

wo
rd

 1

wo
rd

 D... ... ...

Same
distance

Continuous Vector Space

Similarity ++

Distance ++

LeCun, Y., Bengio, Y., Hinton, G. (2015). Deep learning. Nature, 521(7553), 436-444.
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Deep/Representation Learning for Text Data

From Bag of Words to Vector Representations [2008, 2013, 2016]

...

The fluffy cat napped lazily in the sunbeam.
I adopted a stray cat from the shelter last week.
My cat loves to chase after toy mice.
The black cat stealthily crept through the dark alley.
I often find my cat perched on the windowsill, watching birds.
She gently stroked her cat's fur as it purred contentedly.
Our neighbor's cat frequently visits our backyard.
My cat has a preference for fish flavored cat food.
The cat stealthily stalked a mouse in the garden.
My grandmother has a collection of porcelain cat figurines.
The cat napped peacefully in the warm sunlight.

cat

fish

mouse

gardeneyes

night
birds

fluffy

grandmother

napped
food

pineapple
bicycle

telescope

keyboard
umbrella

astronaut

rainbow

guitar

ocean

 0.1
-1.3
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 1.9
 0.3
 ... 

fluffy

-0.5
-0.4
 1.1
 0.9
-1.4
 ... 

cat

 0.1
-1.3
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 1.9
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 ... 

vehicle

...

1

0

0

1

Same
Sentence

NOT
Same

Sentence
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Deep/Representation Learning for Text Data

From Bag of Words to Vector Representations [2008, 2013, 2016]

cat
dog

cats
dogs

good

bad better

worse

Italy France
Germany

Roma Paris
Berlin

man

woman
actor

actress he

she his

her

you

yourking

queen

best

worst

Semantic Space:

similar meaning
⇔

close position

Structured Space:
grammatical regularities,
basic knowledge, ...

Distributed representations of words and phrases and their compositionality, Mikolov et al. NeurIPS 2013
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Aggregating word representations: towards generative AI

Generation & Representation
New way of learning word positions

The fluffy cat napped lazily in the sunbeam.

Representation
Layer

Hidden
Layer

Prediction
Layer

Vo
ca

bu
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ry 0.0
0.1
0.6
0.0
0.1
...

Loss wrt
Ground Truth

idly

Ba
ck

-p
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n

The fluffy cat napped lazily in the sunbeam.
I adopted a stray cat from the shelter last week.
My cat loves to chase after toy mice.
The black cat stealthily crept through the dark alley.
I often find my cat perched on the windowsill, watching birds.
She gently stroked her cat's fur as it purred contentedly.
Our neighbor's cat frequently visits our backyard.
The playful cat swatted at the dangling string with its paw.
My cat has a preference for fish flavored cat food.
The cat stealthily stalked a mouse in the garden.
My grandmother has a collection of porcelain cat figurines.

Corpus

Sequence to Sequence Learning with Neural Networks, Sutskever et al. NeurIPS 2014 10/68
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Inference & Beam Search

It's raining cats and dogs

Encoder

RNN/

Trans

Token
prediction

Il

Il

pleut

RNN/

Trans

High cost ≈ 1 call / token

Max. likelihood principle

NLP historical task =

specific classif./scoring archi.
constraint and/or post
processing on generative archi.
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Transformer architecture: state-of-the-art aggregation

Recurrent Neural Network: Transformer:

ht+1 = htW1 + xt+1W2

It's raining cats and dogs

it's raining cats and dogs

Self-attention
Matrix

Fully Connected

Tr
an

sf
or

m
er

 L
ay

er

Token
embeddings

Attention is all you need, Vaswani et al. NeurIPS 2017

Sequence to Sequence Learning with Neural Networks, Sutskever et al. NeurIPS 2014 12/68
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A new developpement paradigm since 2015

Huge dataset + huge archi. ⇒ unreasonable training cost
Pre-trained architecture + 0-shot / finetuning

cat dog

Encoder

Pretraining

text

Decoder

words & text
representations

Word prediction; sentence completion; ...

Pretrained Language Model Finetuned Model

Language Model

your
(small)
data

expected
target+

Adapted Language
Model

Massive corpus

= 3% 

   of the corpus

It's raining MASK and PRED
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chatGPT
November 30, 2022

1 million users in 5 days
100 million by the end of January 2023
1.16 billion by March 2023
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The Ingredients of chatGPT

0. Transformer + massive data (GPT)

Massive corpus

= 3%
   of the corpus

Transformer
block

Transformer
block
...

Causal pretraining

JFK died in 

GPT

1963, he was was assassinated in Dallas ...

What is the color of the sun?

GPT

Most answer yellow, but orange or red ...

Huge
Transformer
architecture

Huge 
+Filtered
dataset

Grammatical skills: singular/plural agreement, tense concordance
Knowledges

Language Models are Few-Shot Learners, Brown et al. 2020
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The Ingredients of chatGPT

1. More is better! (GPT)

+ more input words [500 ⇒ 2k, 32k, 100k]

+ more dimensions in the word space [500-2k ⇒ 12k]

+ more attention heads [12 ⇒ 96]

+ more blocks/layers [5-12 ⇒ 96]

175 Billion parameters... What does it mean?

1.75 · 1011 ⇒ 300 GB + 100 GB (data storage for
inference) ≈ 400GB

NVidia A100 GPU = 80GB of memory (=20k€)

Cost for (1) training: 4.6 Million €
It's raining cats and dogs

word

representation
dimension

Transformer

block

Transformer

block

...

Attn word

cross-attn

head

nb
transf.
blocks
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The Ingredients of chatGPT

2. Dialogue Tracking

Dialog corpus

GPT

Specific training

Dialog follow-up
Coreference resolution
Way of speaking

Very clean data Data generated/validated/ranked by humans
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The Ingredients of chatGPT

3. Fine-tuning on different (±) complex reasoning tasks

Scaling Instruction-Finetuned Language Models
Hyung Won Chung� Le Hou� Shayne Longpre� Barret Zoph† Yi Tay†

William Fedus† Yunxuan Li Xuezhi Wang Mostafa Dehghani Siddhartha Brahma
Albert Webson Shixiang Shane Gu Zhuyun Dai Mirac Suzgun Xinyun Chen

Aakanksha Chowdhery Alex Castro-Ros Marie Pellat Kevin Robinson
Dasha Valter Sharan Narang Gaurav Mishra Adams Yu Vincent Zhao

Yanping Huang Andrew Dai Hongkun Yu Slav Petrov Ed H. Chi
Je� Dean Jacob Devlin Adam Roberts Denny Zhou Quoc V. Le

Jason Wei⇤

Google

Abstract

Finetuning language models on a collection of datasets phrased as instructions has been shown to improve
model performance and generalization to unseen tasks. In this paper we explore instruction finetuning
with a particular focus on (1) scaling the number of tasks, (2) scaling the model size, and (3) finetuning on
chain-of-thought data. We find that instruction finetuning with the above aspects dramatically improves
performance on a variety of model classes (PaLM, T5, U-PaLM), prompting setups (zero-shot, few-shot, CoT),
and evaluation benchmarks (MMLU, BBH, TyDiQA, MGSM, open-ended generation, RealToxicityPrompts).
For instance, Flan-PaLM 540B instruction-finetuned on 1.8K tasks outperforms PaLM 540B by a large margin
(+9.4% on average). Flan-PaLM 540B achieves state-of-the-art performance on several benchmarks, such as
75.2% on five-shot MMLU. We also publicly release Flan-T5 checkpoints,1 which achieve strong few-shot
performance even compared to much larger models, such as PaLM 62B. Overall, instruction finetuning is a
general method for improving the performance and usability of pretrained language models.
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Figure 1: We finetune various language models on 1.8K tasks phrased as instructions, and evaluate them on unseen tasks.
We finetune both with and without exemplars (i.e., zero-shot and few-shot) and with and without chain-of-thought,
enabling generalization across a range of evaluation scenarios.

�Equal contribution. Correspondence: lehou@google.com.
†Core contributor.
1Public checkpoints: https://github.com/google-research/t5x/blob/main/docs/models.md#flan-t5-checkpoints.
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The Ingredients of chatGPT

4. Instructions + answer ranking

Question?

 A1
 A2

 A3

 A10

...

PPO

Question

 A1

 A2

 A3

 A10

Score
10

Score
prediction

 A1

6

9

1

Question?

GPT

 A1
 A2

 A3

 A10

...

Multiple
generation

PPO

Scoring

Reinforcement
learning

Database created by humans

Response improvement

... Also a way to avoid critical
topics = censorship

Training language models to follow instructions with human feedback, Ouyang et al., 2022 18/68
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Steps & Performance

Massive data ⇒ HQ data (dialogue) ⇒ Tasks ⇒ RLHF

19/68
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Usage of chatGPT & Prompting

Asking chatGPT = skill to acquire ⇒ prompting

Asking a question well: ... in detail, ... step by step
Specify number of elements e.g. : 3 qualities for ...
Provide context : cell for a biologist / legal assistant

Don’t stop at the first question

Detail specific points
Redirect the research
Dialogue

Rephrasing

Explain like I’m 5, like a scientific article, bro style, ...
Summarize, extend
Add mistakes (!)

https://chatgptprompts.guru/what-makes-a-good-chatgpt-prompt/

⇒ Need for practice [1 to 2 hours], discuss with colleagues

20/68
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Towards few-shot learning

Learning without modifying the model = examples in the prompt

21/68
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GPT4 & Multimodality

Merging information from text & image. Learning to exploit information jointly

The example of VQA: visual question answering

⇒ Backpropagate the error ⇒ modify word representations + image analysis
VQA: Visual Question Answering , arXiv, 2016 , A. Agrawal et al.
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Why So Much Controversy?

New tool [December 2022]

+ Unprecedented adoption speed [1M users in 5 days]

Strengths and weaknesses... Poorly understood by users
Significant productivity gains
Surprising / sometimes absurd uses
Bias / dangerous uses / risks

Misinterpreted feedback
Anthropomorphization of the algorithm and its errors

Prohibitive cost: what economic, ecological, and societal model?

Dall-e generated images

23/68
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LLM & Information Retrieval

Heading

Lorem ipsum dolor sit amet,
consectetur adipisicing elit,
sed do eiusmod tempor
incididunt ut labore et
dolore magna aliqua.

ips
um

1 Query

vocabulary
Metrics

 (e.g. BM25)

Ranked list
of docs

0 0 1 0 0

Index
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Information access: from word index to RAG

Asking for information from ChatGPT... A surprising use!
But is it reasonnable? [Real Open Question (!)]

LLM

Request

Offline model,
no index/no sourcing

Most answer yellow, but orange or red ...

What is the color of the sun?

Word-by-word Generation

Internet

No Guarantee,
No Sourcing

25/68



Introduction chatGPT Uses Gen. AI Limits Risks LLM & Conscience

Information access: from word index to RAG

LLM Request

Most answer yellow, but orange or red ...

What is the color of the sun?

+ Documents to analyse
( = context )

Extracted answer

Web query + analysis, automatic summary, rephrasing, meeting reports...
(Current) limit on input size (2k then 32k tokens)
= pre chatGPT use of LLM for question answering

25/68
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Information access: from word index to RAG

LLM

Request

Most answer yellow, but orange or red ...

What is the color of the sun?

Mix Extraction/Generation

Intranet /
Internet

+ sourcing as in QA

1

2

RAG: Retrieval Augmented Generation
(Current) limit on input size (2k then 32k tokens)

25/68
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Other Uses of Generative AIs

A fantastic tool for

formatting

Formatting, language, ...

No new ideas

Personal assistant
Standard letters, recommendation letters, cover letters, termination letters
Translations

Meeting reports
Formatting notes

Writing scientific articles
Writing ideas, in French, in English

Document analysis
Information extraction, question-answering, ...

26/68
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Other Uses of Generative AIs

And a tool for reflection!

Brainstorming

Argument development, contradiction search

Assistant for software development

Code generation, error search, ...
Documentation

Educational assistant

Wikipedia ++, proposal of outlines for essays,
Code explanation / correction proposals

26/68
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LLM & Teaching opportunities

A great opportunity to have a 24/7 available
teacher

In particular for coding:

Learning python
Learning machine learning

⇒ 1 Generate a small program
2 Ask question about the different functions

LLM can do your homeworks... But LLM can explain you, answer questions
about the solution, teach you!

27/68
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At the origin of statistical modeling

1 Observing data (and context)

2 Modeling = Choosing probabilistic model / bayesian network

3 Optimize parameters (Max. Likelihood, EM, BFGS, ...)

4 Sampling / Inference + Evaluate distances : existing vs sampled

Observations

4 3 2 1 0 1 2 3
2

1

0

1

2

3

4

5
Modeling: choice+optim.

3 2 1 0 1 2

1

0

1

2

3

4

Sampling / eval.

4 3 2 1 0 1 2 3
2

1

0

1

2

3

4

5
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At the origin of statistical modeling

1 Observing data (and context)

2 Modeling = Choosing probabilistic model / bayesian network

3 Optimize parameters (Max. Likelihood, EM, BFGS, ...)

4 Sampling / Inference + Evaluate distances : existing vs sampled

Different modeling options / different traps

3 2 1 0 1 2

1

0

1

2

3

4

4 3 2 1 0 1 2 3
2

1

0

1

2

3

4

5
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At the origin of deep learning

Gradient vanishing issue in deep architecture

Auto-Encoder architecture / facing unsupervised dataset with NN
Stacked Denoising Auto-Encoder : iterative training / pretraining

...

Ground
Truth

Loss

Gradient backpropagation

Gradient weakening => vanishing

da
ta
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At the origin of deep learning

Gradient vanishing issue in deep architecture
Auto-Encoder architecture / facing unsupervised dataset with NN

Stacked Denoising Auto-Encoder : iterative training / pretraining

...

da
ta

...

noise
Ground
Truth

Loss

Denoising

Low dimensional
representation learning
(/ PCA, SVD)

Auto-association by multilayer perceptrons and singular value decomposition, Biological Cybernetics, 1988
H. Bourlard & Y. Kamp
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At the origin of deep learning

Gradient vanishing issue in deep architecture

Auto-Encoder architecture / facing unsupervised dataset with NN

Stacked Denoising Auto-Encoder : iterative training / pretraining

...

...

da
ta

... ...

,

Ground
Truth

Loss

The difficulty of training deep architectures and the effect of unsupervised pre-training , AIS, PMLR 2009
Erhan, D., Manzagol, P. A., Bengio, Y., Bengio, S., & Vincent, P.
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Variational Auto-Encoder

...

da
ta

...

noise
Ground
Truth

Loss
Distrib.
param

sa
m
pl
in
g

a priori on the distribution

Structuring of the latent space
Generative AI (for statisticians)

Auto-Encoding Variational Bayes, 2013
DP Kingma
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Different Forms of Generative AI

Input

Encoder

Compact
Vector

Representation

D
ec
od
er

Output

1 Encode an input = construct a vector

2 Decode a vector = generate an output
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Different Media / Different Architectures

Texts: classification problem

Images: multivariate regression problem
Physical processes
Complex structures / 3D / graphs: sequential problem

It's raining cats and dogs

Encoder

RNN/

Trans

Token
prediction

Il

Il

pleut

RNN/

Trans

32/68



Introduction chatGPT Uses Gen. AI Limits Risks LLM & Conscience

Different Media / Different Architectures

Texts: classification problem
Images: multivariate regression problem

Physical processes
Complex structures / 3D / graphs: sequential problem

U-Net: Convolutional Networks
for Biomedical Image Segmenta-
tion, MICCAI, 2015
Ronneberger et al.

NVidia Lab.
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Different Media / Different Architectures

Texts: classification problem
Images: multivariate regression problem

Physical processes
Complex structures / 3D / graphs: sequential problem

Generative Adversarial Networks (GAN): detecting generated samples

Generative Adversarial Nets, NeurIPS 2014
Goodfellow et al.
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Different Media / Different Architectures

Texts: classification problem
Images: multivariate regression problem
Physical processes

Complex structures / 3D / graphs: sequential problem

Denoising Diffusion Probabilistic
Models, NeurIPS, 2020
Ho, J., Jain, A., & Abbeel, P.

Hierarchical Text-Conditional
Image Generation with CLIP
Latents, arXiv, 2022
Ramesh et al.
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Different Media / Different Architectures

Texts: classification problem
Images: multivariate regression problem
Physical processes
Complex structures / 3D / graphs: sequential problem

Mix mechanistic and data-driven approaches

e.g. Model differential
equations in a neural
network

Neural ordinary differential equa-
tions, NeurIPS, 2018
Chen et al.

Physics-informed neural networks,
J. Comp. Physics, 2019
Raissi et al.

EU Horizon, MSCA PERSEVERE 32/68
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Different Media / Different Architectures

Texts: classification problem

Images: multivariate regression problem

Physical processes

Complex structures / 3D / graphs: sequential problem

Data + Models :

PDE, neural ODE

Simulation approximations

Residual Models

Hybrid Complex Systems
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Different Media / Different Architectures

Texts: classification problem
Images: multivariate regression problem
Physical processes
Complex structures / 3D / graphs: sequential problem

De
cis
io
n

Decision Decision

Reward

Apprentissage par
renforcement

Reinforcement learning: action/reward

Highly accurate protein structure prediction with AlphaFold , Nature, 2021
Jumper et al.
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Multi-Modality

Construction of multimodal representation spaces = grounding

Image ⇒ Text: Captioning, Visual Question Answering

Text ⇒ Image: mid-journey, dall-e, ...

Encoder
Encoder

Question
Answering

Word
Prediction

mask

Image
Inpainting

mask

Alignment of representation
spaces
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Multi-Modality

Construction of multimodal representation spaces = grounding
Image ⇒ Text: Captioning, Visual Question Answering
Text ⇒ Image: mid-journey, dall-e, ...

Encoder D
ec
od
er

Show and Tell: image captioning open sourced in TensorFlow , Chris Shallue , Google Research, 2016
33/68
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Multi-Modality

Construction of multimodal representation spaces = grounding
Image ⇒ Text: Captioning, Visual Question Answering
Text ⇒ Image: mid-journey, dall-e, ...

Where is the woman?

On the elephant

Visual encoder

Text encoder

decoder

Vqa: Visual question answering , ICCV, 2015
Antol et al. 33/68
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Multi-Modality

Construction of multimodal representation spaces = grounding

Image ⇒ Text: Captioning, Visual Question Answering

Text ⇒ Image: mid-journey, dall-e, ...

Encoder D
ec
od
er
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Towards Larger Foundation Models?

Let the modalities enrich each other
6 Center for Research on Foundation Models (CRFM)

Fig. 2. A foundation model can centralize the information from all the data from various modalities. This
one model can then be adapted to a wide range of downstream tasks.

Homogenization and emergence interact in a potentially unsettling way. Homogenization could
potentially provide enormous gains for many domains where task-speci�c data is quite limited — see
the opportunities presented in several such domains (e.g., §3.1: ����������, §3.2: ���, §3.3: ����
������); on the other hand, any �aws in the model are blindly inherited by all adapted models
(§5.1: ��������, §5.6: ������). Since the power of foundation models comes from their emergent
qualities rather than their explicit construction, existing foundation models are hard to understand
(§4.4: ����������, §4.10: ������, §4.11: ����������������) and they have unexpected failure
modes (§4.7: ��������, §4.8: ����������). Since emergence generates substantial uncertainty over
the capabilities and �aws of foundation models, aggressive homogenization through these models is
risky business. Derisking is the central challenge in the further development of foundation models
from an ethical (§5.6: ������) and AI safety (§4.9: ���������) perspective.

1.1.1 Naming.

We introduce the term foundation models to �ll a void in describing the paradigm shift we are
witnessing; we brie�y recount some of our reasoning for this decision. Existing terms (e.g., pretrained
model, self-supervised model) partially capture the technical dimension of these models, but fail to
capture the signi�cance of the paradigm shift in an accessible manner for those beyond machine
learning. In particular, foundation model designates a model class that are distinctive in their
sociological impact and how they have conferred a broad shift in AI research and deployment.
In contrast, forms of pretraining and self-supervision that technically foreshadowed foundation
models fail to clarify the shift in practices we hope to highlight.

On the Opportunities and Risks of Foundation Models, Tech. Report, Stanford, 2021
Bommasani et al. 34/68
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Conclusion

The main challenges of multimodality

New applications

at the interface between text, image,
music, voice, ...

Performance improvement

Better encoding, disambiguation, context
encoding

Explainability (through dialogue)

IoT / RecSys / Intelligent Vehicle / ... Dall-e
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chatGPT and the relationship with truth

1 Plausibility = grammar, agreement,
tense concordance, logical sequences...

⇒ Repeated knowledge

2 Predict the most plausible word...
⇒ produces hallucinations

3 Offline functioning

4 chatGPT ̸= knowledge graphs

5 Brilliant answers...
And silly mistakes!

+ we cannot predict the errors

JFK died in 

GPT

1963, he was was assassinated in Dallas ...

Example: producing a bibliography
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Generative AI: how to evaluate performance?

The critical point today

How to evaluate against ground truth?

How to evaluate system confidence / plausibility of generation?

The Ultimate Performance Metric in NLP, J. Briggs, Medium 2021
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Generative AI: how to evaluate performance?

The critical point today

How to evaluate against ground truth?
How to evaluate system confidence / plausibility of generation?

Published as a conference paper at ICLR 2019

(a) Train on FashionMNIST, Test on MNIST (b) Train on CIFAR-10, Test on SVHN

(c) Train on CelebA, Test on SVHN (d) Train on ImageNet,
Test on CIFAR-10 / CIFAR-100 / SVHN

Figure 2: Histogram of Glow log-likelihoods for FashionMNIST vs MNIST (a), CIFAR-10 vs SVHN
(b), CelebA vs SVHN (c), and ImageNet vs CIFAR-10 / CIFAR-100 / SVHN (d).

for these results. We report results only for Glow, but we observed the same behavior for RNVP
transforms (Dinh et al., 2017).

We next tested if the phenomenon occurs for other common deep generative models: PixelCNNs
and VAEs. We do not include GANs in the comparison since evaluating their likelihood is an open
problem. Figure 3 reports the same histograms as above for these models, showing the distribution of
log p(x) evaluations for FashionMNIST vs MNIST (a, b) and CIFAR-10 vs SVHN (c, d). The training
splits are again denoted with black bars, and the test splits with blue, and the out-of-distribution splits
with red. The red bars are shifted to the right in all four plots, signifying the behavior exists in spite
of the differences between model classes.

4 DIGGING DEEPER INTO THE FLOW-BASED MODEL

While we observed the out-of-distribution phenomenon for PixelCNN, VAE, and Glow, now we
narrow our investigation to just the class of invertible generative models. The rationale is that
they allow for better experimental control as, firstly, they can compute exact marginal likelihoods
(unlike VAEs), and secondly, the transforms used in flow-based models have Jacobian constraints
that simplify the analysis we present in Section 5. To further analyze the high likelihood of the
out-of-distribution (non-training) samples, we next report the contributions to the likelihood of each
term in the change-of-variables formula. At first this suggested the volume element was the primary
cause of SVHN’s high likelihood, but further experiments with constant-volume flows show the
problem exists with them as well.

Decomposing the change-of-variables objective. To further examine this curious phenomenon,
we inspect the change-of-variables objective itself, investigating if one or both terms give the out-
of-distribution data a higher value. We report the constituent log p(z) and log |@f�/@x| terms for
NVP-Glow in Figure 4, showing histograms for log p(z) in subfigure (a) and for log |@f�/@x| in
subfigure (b). We see that p(z) behaves mostly as expected. The red bars (SVHN) are clearly shifted
to the left, representing lower likelihoods under the latent distribution. Moving on to the volume
element, this term seems to cause SVHN’s higher likelihood. Subfigure (b) shows that all of the

5

Plausibility

Published as a conference paper at ICLR 2019

J SAMPLES

(a) MNIST samples (b) FashionMNIST samples

(c) CIFAR-10 samples (d) SVHN samples

Figure 13: Samples. Samples from CV-Glow models used for analysis.

19

Train

Published as a conference paper at ICLR 2019

J SAMPLES

(a) MNIST samples (b) FashionMNIST samples

(c) CIFAR-10 samples (d) SVHN samples

Figure 13: Samples. Samples from CV-Glow models used for analysis.

19

Test

Do Large Language Models Know What They Don’t Know? , Yin et al. , ACL, 2023

Do Deep Generative Models Know What They Don’t Know? , Nalisnick et al. , ICLR, 2019
37/68
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Stability/predictability

Difficult to bound a behavior

Impossible to predict good/bad answers

⇒ Little/no use in video games
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Stability/predictability

Difficult to bound a behavior

Impossible to predict good/bad answers

⇒ Little/no use in video games
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Stability, explainability... And complexity

Sensor 1

Simple
rules

Sensor 2

Sensor d

Up/Down

Flashing
light

0

...

Vocabulary (huge)

Word sequence 

(= combination)

Aggregation

Word prediction

it's raining cats and dogs

Simple system

Exhaustive testing of
inputs/outputs

Predictable & explainable

Large dimension

Complex non-linear combinations

Non-predictable &
non-explainable 39/68
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Stability, explainability... And complexity

Interpretability vs Post-hoc Explanation

Neural networks = non-interpretable (almost always)
too many combinations to anticipate

Neural networks = explainable a posteriori (almost always)

[Uber Accident, 2018]

Simple system

Exhaustive testing of
inputs/outputs

Predictable & explainable

Large dimension

Complex non-linear combinations

Non-predictable &
non-explainable 39/68
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Transparency

Model weights (open-weight)... ⇒ but not just the weights
Training data (BLOOM) + distribution + instructions
Learning techniques
Evaluation

The Foundation Model Transparency Index
Rishi Bommasani*1 Kevin Klyman*1

Shayne Longpre2 Sayash Kapoor3 Nestor Maslej1 Betty Xiong1 Daniel Zhang1

Percy Liang1

1Stanford University
2Massachusetts Institute of Technology

3Princeton University

Stanford Center for Research on Foundation Models (CRFM)
Stanford Institute for Human-Centered Arti�cial Intelligence (HAI)

Foundation models have rapidly permeated society, catalyzing a wave of generative AI applications
spanning enterprise and consumer-facing contexts. While the societal impact of foundation models is
growing, transparency is on the decline, mirroring the opacity that has plagued past digital technologies
(e.g. social media). Reversing this trend is essential: transparency is a vital precondition for public
accountability, scienti�c innovation, and e�ective governance. To assess the transparency of the founda-
tion model ecosystem and help improve transparency over time, we introduce the Foundation Model
Transparency Index. The 2023 Foundation Model Transparency Index speci�es 100 �ne-grained
indicators that comprehensively codify transparency for foundation models, spanning the upstream
resources used to build a foundation model (e.g. data, labor, compute), details about the model itself
(e.g. size, capabilities, risks), and the downstream use (e.g. distribution channels, usage policies, a�ected
geographies). We score 10 major foundation model developers (e.g. OpenAI, Google, Meta) against the
100 indicators to assess their transparency. To facilitate and standardize assessment, we score developers
in relation to their practices for their �agship foundation model (e.g. GPT-4 for OpenAI, PaLM 2 for
Google, Llama 2 for Meta). We present 10 top-level �ndings about the foundation model ecosystem: for
example, no developer currently discloses signi�cant information about the downstream impact of its
�agship model, such as the number of users, a�ected market sectors, or how users can seek redress for
harm. Overall, the Foundation Model Transparency Index establishes the level of transparency today to
drive progress on foundation model governance via industry standards and regulatory intervention.
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Typology of AI Risks in NLP (L. Weidinger)
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Access to Information

Access to dangerous/forbidden information

+Personal data
Right to digital oblivion

Information authorities

Nature: unconsciously, image = truth
Source: newspapers, social media, ...
Volume: number of variants, citations
(pagerank)

Text generation: harassment...

Risk of anthropomorphizing the algorithm

Distinguishing human from machine

42/68
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Machine Learning & Bias

Mustache, Triangular Ears, Fur
Texture

Cat

Over 40 years old, white,
clean-shaven, suit

Senior Executive

Bias in the data ⇒ bias in the responses
Machine learning is based on extracting statistical biases...

⇒ Fighting bias = manually adjusting the algorithm
43/68
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Machine Learning & Bias

Sterreotypes from Pleated Jeans

Gender choice

Skin color

Posture

...

Bias in the data ⇒ bias in the responses
Machine learning is based on extracting statistical biases...

⇒ Fighting bias = manually adjusting the algorithm

43/68
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Bias Correction & Editorial Line

Bias Correction:

Selection of specific data, rebalancing

Censorship of certain information

Censorship of algorithm results

⇒ Editorial work... Done by whom?

Domain experts / specifications

Engineers, during algorithm design

Ethics group, during result validation

Communication group / user response

⇒ What legitimacy? What transparency? What
effectiveness?

44/68
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Machine learning is never neutral

1 Data selection

Sources, balance, filtering

2 Data transformation

Information selection, combination

3 Prior knowledge

Balance, loss, a priori, operator choices...

4 Output filtering

Post processing

⇒ Choices that influence algorithm results

45/68
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Data Leak(s)

chatGPT

Query (& documents)

Recording
Query + documents +

user feedback

Most answer yellow, but orange or red ...

What is the color of the sun?US Server

Future Optimization

Transfer of sensitive data
Exploitation of data by OpenAI (or others)
Data leakage in future models

46/68
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Security Issues

Plug-ins ⇒ Often significant security vulnerabilities
for users

Email access / transfer of sensitive information etc...

Management issues for companies

Securing (very) large files

Increased opportunities for malware signatures

≈ software rephrasing

New problems!

Direct malware generation

plugin

Aswer
proposition

Malware
Direct access to the
core of the system

Malware = signature

Reformulation

D
iff

er
en

t s
ig

na
tu

re
s

Query

Malware
generation !
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Legal Risks/Questions

Reading, collection,
formatting

Storage
(temporary ou permanent)

Documents,
personal data,

medicine data, ...

Training model Trained model = 
Math function

Generate commands,
diagnostics, texts,

image, codes

Inference

Responsibility for
errors

Reproductions of
untraceable

extracts
Right to use data in

an algorithm
Optout

Usage regulation

Right to collect, 
right to copy,

consent

Model = 
emanation of data?

Copyright and 
database law
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Economic Questions

Funding/Advertising ⇔ visits by internet users

Google knowledge graph (2012) ⇒ fewer visits, less revenue

chatGPT = encoding web information... ⇒ much fewer visits?

⇒ What business model for information sources with chatGPT?

⇒ Who does benefit from the feedback? [StackOverFlow]
49/68
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Risks of AI Generalization

AI everywhere =
loss of meaning?

In the educational domain

Transposition to HR

To project-based funding
systems

Writing,
reflection,

outline, ideas

Automated
evaluation,

summary, ...

Outline, quiz,
illustrations

AI usage
verification
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How to approach the ethics question?

Medicine Artificial Intelligence

1 Autonomy: the patient must be able to make
informed decisions.

2 Beneficence: obligation to do good, in the
interest of patients.

3 Non-maleficence: avoid causing harm, assess
risks and benefits.

4 Justice: fairness in the distribution of health
resources and care.

5 Confidentiality: confidentiality of patient
information.

6 Truth and transparency: provide honest,
complete, and understandable information.

7 Informed consent: obtain the free and
informed consent of patients.

8 Respect for human dignity: treat all
patients with respect and dignity.

1 Autonomy: Humans control the process

2 Beneficence: including the environment?

3 Non-maleficence: Humans + environment /
sustainability / malicious uses

4 Justice: access to AI and equal opportunities

5 Confidentiality: what about the
Google/Facebook business model?

6 Truth and transparency: the tragedy of
modern AI

7 Informed consent: from cookies to
algorithms, knowing when interacting with an AI

8 Respect for human dignity:

51/68
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How to approach the ethics question?

Medicine Artificial Intelligence

1 Autonomy: the patient must be able to make
informed decisions.

2 Beneficence: obligation to do good, in the
interest of patients.

3 Non-maleficence: avoid causing harm, assess
risks and benefits.

4 Justice: fairness in the distribution of health
resources and care.

5 Confidentiality: confidentiality of patient
information.

6 Truth and transparency: provide honest,
complete, and understandable information.

7 Informed consent: obtain the free and
informed consent of patients.

8 Respect for human dignity: treat all
patients with respect and dignity.

1 Autonomy: Humans control the process

2 Beneficence: including the environment?

3 Non-maleficence: Humans + environment /
sustainability / malicious uses

4 Justice: access to AI and equal opportunities

5 Confidentiality: what about the
Google/Facebook business model?

6 Truth and transparency: the tragedy of
modern AI

7 Informed consent: from cookies to
algorithms, knowing when interacting with an AI

8 Respect for human dignity:
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La conscience (par chatGPT)

1 Subjectivité La conscience est intrinsèquement subjective. Chaque individu a sa
propre perspective interne, un point de vue unique sur le monde.

2 Intentionnalité La conscience est souvent dirigée vers quelque chose : un objet,
une pensée, une sensation. Cela signifie qu’elle est intentionnelle, se focalisant sur
des éléments spécifiques.

3 Réflexivité La conscience permet à un individu de se reconnâıtre comme étant
conscient. C’est la capacité à penser à ses propres pensées, à s’auto-évaluer et à
se considérer comme un être distinct.

4 Unité Malgré la multiplicité des sensations, pensées et émotions, la conscience
tend à les unifier en une seule expérience cohérente.

5 Continuité La conscience a un caractère temporel. Elle s’inscrit dans une
continuité, reliant le passé, le présent et les projections futures.

6 Sentience Il s’agit de la capacité à ressentir des émotions et des sensations. La
conscience permet de vivre des expériences plaisantes ou douloureuses.

7 Libre arbitre Certains considèrent que la conscience est associée au libre arbitre,
c’est-à-dire la capacité de faire des choix délibérés, bien que cela fasse l’objet de
débats philosophiques.
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Pouvoir de Généralisation

La notion de généralisation est centrale en Machine Learning:

1 Problème iid: indépendant et identiquement
distribué

Sur-apprentissage, généralisation
Data-Augmentation, régularisation

2 Transfert d’apprentissage

Dépasser le cas iid, dérive des distributions

3 Multi-tâches, transfert de tâche

Apprendre à faire de nouvelles choses
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Nouvelle tâche = prédire les
coordonnées du prochain
point...
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Les LLM et la généralisation

Que signifie iid dans les données
textuelles?

Wikipedia, Reddit, Bioinformatique,
Médecine, Finance, ...

Multi-tâche & FLAN

Du multi-tâche à la multimodalité

Scaling Instruction-Finetuned Language Models
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Abstract

Finetuning language models on a collection of datasets phrased as instructions has been shown to improve
model performance and generalization to unseen tasks. In this paper we explore instruction finetuning
with a particular focus on (1) scaling the number of tasks, (2) scaling the model size, and (3) finetuning on
chain-of-thought data. We find that instruction finetuning with the above aspects dramatically improves
performance on a variety of model classes (PaLM, T5, U-PaLM), prompting setups (zero-shot, few-shot, CoT),
and evaluation benchmarks (MMLU, BBH, TyDiQA, MGSM, open-ended generation, RealToxicityPrompts).
For instance, Flan-PaLM 540B instruction-finetuned on 1.8K tasks outperforms PaLM 540B by a large margin
(+9.4% on average). Flan-PaLM 540B achieves state-of-the-art performance on several benchmarks, such as
75.2% on five-shot MMLU. We also publicly release Flan-T5 checkpoints,1 which achieve strong few-shot
performance even compared to much larger models, such as PaLM 62B. Overall, instruction finetuning is a
general method for improving the performance and usability of pretrained language models.
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Figure 1: We finetune various language models on 1.8K tasks phrased as instructions, and evaluate them on unseen tasks.
We finetune both with and without exemplars (i.e., zero-shot and few-shot) and with and without chain-of-thought,
enabling generalization across a range of evaluation scenarios.

�Equal contribution. Correspondence: lehou@google.com.
†Core contributor.
1Public checkpoints: https://github.com/google-research/t5x/blob/main/docs/models.md#flan-t5-checkpoints.
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(15.5% for 8B vs. 9.4% for 540B), the relative reduction in error rate was larger for the 540B
model (18.4% for 540B vs. 16.6% for 8B).

Plotting such scaling curves provides insights into how scaling the model size and the
number of tasks even further might improve performance. Scaling model size by another
order of magnitude (though challenging) is expected to provide substantial performance gain.
Scaling number of finetuning tasks should also improve performance, although likely only
incrementally. Overall, the scaling curves plotted indicate that future work should continue
scaling instruction finetuning.
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Figure 4: Scaling behavior of multi-task instruction finetuning with respect to model size (#
parameters) and number of finetuning tasks. The x-axes are log scale. The benchmark suites
are MMLU (57 tasks), BBH (23 tasks), TyDiQA (8 languages), and MGSM (10 languages).
The evaluation metric on all four benchmark suites is few-shot prompted accuracy (exact
match), where we take an unweighted average over all tasks. As an aggregate metric we report
the normalized average of MMLU-direct, MMLU-CoT, BBH-direct, BBH-CoT, TyDiQA,
and MGSM. These evaluation benchmarks are held-out (not included in the finetuning data).

Note that the task scaling experiment cannot be used to directly compare the relative
benefit of each mixture, as task order and mixture sizes may impact the sequential evaluation.
Instead, we only hope to observe the general scaling effects of parameters and tasks. More
recent work (Lima) also suggests that fewer, higher quality instruction data is sufficient
for strong results (Zhou et al., 2023). However, both Lima and this work emphasize the
importance of scaling task diversity, which appears to be the common denominator. Our
experiments (including Section 4) suggest that it is best to finetune on the widest variety of
tasks, where high-quality and complex/challenging tasks are best, whereas simple tasks like
sentiment analysis are least beneficial Wei et al. (2021).

4. Finetuning with chain-of-thought annotations

The goal of Flan finetuning is to produce an improved checkpoint across a range of evaluations,
which includes multi-step reasoning ability in addition to traditional NLP tasks. In this

8
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Mémoire
Connaissances
et Raisonnement
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Les connaissances paramétriques

1 Construction

Massive corpus

= 3%
   of the corpus

Transformer
block

Transformer
block

...

Causal pretraining

JFK died in 

GPT

1963, he was was assassinated in Dallas ...

What is the color of the sun?

GPT

Most answer yellow, but orange or red ...

Huge
Transformer
architecture

Huge 
+Filtered
dataset

Vocabulaire

Grammaire

Connaissance

Des connaissances
imparfaites mais
impressionnantes

2 Mesure: benchmark & métrique

3 Limites
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Les connaissances paramétriques

1 Construction
2 Mesure: benchmark & métrique

QA: Question Answering HotpotQA; 2WikiMultihopQA; MuSiQue; KQA
Pro...
Formattage imposé, Regex, NLI pour la vérification des résultats

HOTPOTQA: A Dataset for Diverse, Explainable
Multi-hop Question Answering

Zhilin Yang*� Peng Qi*~ Saizheng Zhang*|
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� Carnegie Mellon University ~ Stanford University | Mila, Université de Montréal
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Abstract

Existing question answering (QA) datasets fail
to train QA systems to perform complex rea-
soning and provide explanations for answers.
We introduce HOTPOTQA, a new dataset with
113k Wikipedia-based question-answer pairs
with four key features: (1) the questions re-
quire finding and reasoning over multiple sup-
porting documents to answer; (2) the ques-
tions are diverse and not constrained to any
pre-existing knowledge bases or knowledge
schemas; (3) we provide sentence-level sup-
porting facts required for reasoning, allowing
QA systems to reason with strong supervision
and explain the predictions; (4) we offer a new
type of factoid comparison questions to test
QA systems’ ability to extract relevant facts
and perform necessary comparison. We show
that HOTPOTQA is challenging for the latest
QA systems, and the supporting facts enable
models to improve performance and make ex-
plainable predictions.

1 Introduction

The ability to perform reasoning and inference
over natural language is an important aspect of in-
telligence. The task of question answering (QA)
provides a quantifiable and objective way to test
the reasoning ability of intelligent systems. To this
end, a few large-scale QA datasets have been pro-
posed, which sparked significant progress in this
direction. However, existing datasets have limita-
tions that hinder further advancements of machine
reasoning over natural language, especially in test-
ing QA systems’ ability to perform multi-hop rea-
soning, where the system has to reason with in-
formation taken from more than one document to
arrive at the answer.

⇤These authors contributed equally. The order of author-
ship is decided through dice rolling.

†Work done when WWC was at CMU.

Paragraph A, Return to Olympus:
[1] Return to Olympus is the only album by the alterna-
tive rock band Malfunkshun. [2] It was released after
the band had broken up and after lead singer Andrew
Wood (later of Mother Love Bone) had died of a drug
overdose in 1990. [3] Stone Gossard, of Pearl Jam, had
compiled the songs and released the album on his label,
Loosegroove Records.
Paragraph B, Mother Love Bone:
[4] Mother Love Bone was an American rock band that
formed in Seattle, Washington in 1987. [5] The band
was active from 1987 to 1990. [6] Frontman Andrew
Wood’s personality and compositions helped to catapult
the group to the top of the burgeoning late 1980s/early
1990s Seattle music scene. [7] Wood died only days be-
fore the scheduled release of the band’s debut album,
“Apple”, thus ending the group’s hopes of success. [8]
The album was finally released a few months later.
Q: What was the former band of the member of Mother
Love Bone who died just before the release of “Apple”?
A: Malfunkshun
Supporting facts: 1, 2, 4, 6, 7

Figure 1: An example of the multi-hop questions in
HOTPOTQA. We also highlight the supporting facts in
blue italics, which are also part of the dataset.

First, some datasets mainly focus on testing the
ability of reasoning within a single paragraph or
document, or single-hop reasoning. For example,
in SQuAD (Rajpurkar et al., 2016) questions are
designed to be answered given a single paragraph
as the context, and most of the questions can in
fact be answered by matching the question with
a single sentence in that paragraph. As a result, it
has fallen short at testing systems’ ability to reason
over a larger context. TriviaQA (Joshi et al., 2017)
and SearchQA (Dunn et al., 2017) create a more
challenging setting by using information retrieval
to collect multiple documents to form the con-
text given existing question-answer pairs. Nev-
ertheless, most of the questions can be answered
by matching the question with a few nearby sen-
tences in one single paragraph, which is limited as
it does not require more complex reasoning (e.g.,
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Figure 2: Types of questions covered in HOTPOTQA.
Question types are extracted heuristically, starting at
question words or prepositions preceding them. Empty
colored blocks indicate suffixes that are too rare to
show individually. See main text for more details.

yes/no questions, we consider as question words
WH-words, copulas (“is”, “are”), and auxiliary
verbs (“does”, “did”). Because questions often in-
volve relative clauses beginning with WH-words,
we define the CQW as the first question word in
the question if it can be found in the first three to-
kens, or the last question word otherwise. Then,
we determine question type by extracting words
up to 2 tokens away to the right of the CQW, along
with the token to the left if it is one of a few com-
mon prepositions (e.g., in the cases of “in which”
and “by whom”).

We visualize the distribution of question types
in Figure 2, and label the ones shared among more
than 250 questions. As is shown, our dataset cov-
ers a diverse variety of questions centered around
entities, locations, events, dates, and numbers, as
well as yes/no questions directed at comparing two
entities (“Are both A and B ...?”), to name a few.

Answer Types. We further sample 100 exam-
ples from the dataset, and present the types of an-
swers in Table 2. As can be seen, HOTPOTQA
covers a broad range of answer types, which
matches our initial analysis of question types. We
find that a majority of the questions are about en-
tities in the articles (68%), and a non-negligible
amount of questions also ask about various proper-
ties like date (9%) and other descriptive properties
such as numbers (8%) and adjectives (4%).

Answer Type % Example(s)

Person 30 King Edward II, Rihanna
Group / Org 13 Cartoonito, Apalachee
Location 10 Fort Richardson, California
Date 9 10th or even 13th century
Number 8 79.92 million, 17
Artwork 8 Die schweigsame Frau
Yes/No 6 -
Adjective 4 conservative
Event 1 Prix Benois de la Danse
Other proper
noun

6 Cold War, Laban Movement
Analysis

Common noun 5 comedy, both men and women

Table 2: Types of answers in HOTPOTQA.

Multi-hop Reasoning Types. We also sampled
100 examples from the dev and test sets and man-
ually classified the types of reasoning required to
answer each question. Besides comparing two en-
tities, there are three main types of multi-hop rea-
soning required to answer these questions, which
we show in Table 3 accompanied with examples.

Most of the questions require at least one sup-
porting fact from each paragraph to answer. A ma-
jority of sampled questions (42%) require chain
reasoning (Type I in the table), where the reader
must first identify a bridge entity before the second
hop can be answered by filling in the bridge. One
strategy to answer these questions would be to de-
compose them into consecutive single-hop ques-
tions. The bridge entity could also be used im-
plicitly to help infer properties of other entities re-
lated to it. In some questions (Type III), the entity
in question shares certain properties with a bridge
entity (e.g., they are collocated), and we can in-
fer its properties through the bridge entity. An-
other type of question involves locating the answer
entity by satisfying multiple properties simultane-
ously (Type II). Here, to answer the question, one
could find the set of all entities that satisfy each of
the properties mentioned, and take an intersection
to arrive at the final answer. Questions comparing
two entities (Comparison) also require the system
to understand the properties in question about the
two entities (e.g., nationality), and sometimes re-
quire arithmetic such as counting (as seen in the
table) or comparing numerical values (“Who is
older, A or B?”). Finally, we find that sometimes
the questions require more than two supporting
facts to answer (Other). In our analysis, we also
find that for all of the examples shown in the ta-
ble, the supporting facts provided by the Turkers
match exactly with the limited context shown here,

3 Limites 55/68
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Les connaissances paramétriques

1 Construction

2 Mesure: benchmark & métrique

3 Limites

Hallucinations
Auto-évaluation / confiance problématiques
Quid des limites imposées aux LLM (politique etc...)
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Des bases de connaissances aux LLM
Ontologies LLM

Stockage (RDF, ...)

Requêtage (SparQL)

Raisonnement logique (Prolog,
Pellet, Hermit, Elk)

Stockage implicite (paramètres)

Requêtage en langage naturel mais
instable

Raisonnement = mimétisme des
schémas vus en apprentissage :
puissant mais imparfait

Base de faits:

Barack Obama est né à Honolulu
Honolulu est la capitale d'Hawaï

Base de règles: Moteur d'inférence:

est la capitale

est inclus dans

Barack Obama est né à Hawaï
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Couplage: RAG, Toolsformer, Raisonnement

Chercher dans des documents plutot que dans sa mémoire [RAG]
Faire appel à des outils externes [calculatrice, Web, appel SQL]
Apprendre à raisonner

Difficile pour un modèle qui ne sait pas faire une opération mathématique
... Mais plus facile quand on sait programmer

LLM

Requête

Most answer yellow, but orange or red ...

What is the color of the sun?

Génération en mode extraction d'information

Intranet /
Internet

+ sourcing façon QA 57/68
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Couplage: RAG, Toolsformer, Raisonnement

Chercher dans des documents plutot que dans sa mémoire [RAG]
Faire appel à des outils externes [calculatrice, Web, appel SQL]
Apprendre à raisonner

Difficile pour un modèle qui ne sait pas faire une opération mathématique
... Mais plus facile quand on sait programmer

LLM

Requêtes

Réponse = fusion d'informations

What is the color of the sun?

Intranet /
Internet

34*72
Calculatrice

Calendrier

Interpréteur de code

API

Quand mettre la réunion la semaine
prochaine avec XXX et YYY?

Quel temps est-il prévu aujourd'hui?

Outils
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Couplage: RAG, Toolsformer, Raisonnement

Chercher dans des documents plutot que dans sa mémoire [RAG]
Faire appel à des outils externes [calculatrice, Web, appel SQL]
Apprendre à raisonner

Difficile pour un modèle qui ne sait pas faire une opération mathématique
... Mais plus facile quand on sait programmer

Task: Basic Math
Problem: Before December, cus-
tomers buy 1346 ear muffs from
the mall. During December, they
buy 6444, and there are none. In
all, how many ear muffs do the cus-
tomers buy?

Predicted Answer: 1346.0 7

Generated Program:
answer = 1346.0 + 6444.0
print(answer)
# Result ==> 7790.0

Gold Answer: 7790.0 3

Task: Muldiv
Problem: Tickets to the school
play cost 6 for students and 8 for
adults. If 20 students and 12 adults
bought tickets, how many dollars’
worth of tickets were sold?

Predicted Answer: 48 7

Generated Program:
a=20*6
b=12*8
c=a+b
answer=c
print(answer)
# Result ==> 216.0

Gold Answer: 216 3

Figure 4: Examples with Bhāskara on Basic Math and Muldiv.

A Qualitative Examples
Figures 4 and 5 give examples of input-output behavior of Bhāskara. Figure 6
gives an example of a non-compiling output program.

B Dataset Collection
Tables 12-15 give examples and datasets from each task for each category.

Category Examples Datasets

Math Table 8 Table 12
Language Table 9 Table 13
Format Table 10 Table 14
Knowledge Table 11 Table 15

Table 7: Examples and datasets meta-table.

B.1 Expert annotation
In the worker qualification process, we ask each worker to annotate 30 questions.
We manually verify each annotation and qualify those whose Python annotations
are satisfactory. We also provide feedback such as "write simpler programs, use
representative variable names instead of just letters, add comments wherever
possible" to annotators after the worker qualification process. We instruct

22
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Unité et continuité

Deux domaines où les modèles ont le plus progressé... Mais on partait de 0 !

Unité : vers des modèles de fondation

Loin de l’universalité (ou même des 5 sens)

Continuité

Suivi de dialogue
6 Center for Research on Foundation Models (CRFM)

Fig. 2. A foundation model can centralize the information from all the data from various modalities. This
one model can then be adapted to a wide range of downstream tasks.

Homogenization and emergence interact in a potentially unsettling way. Homogenization could
potentially provide enormous gains for many domains where task-speci�c data is quite limited — see
the opportunities presented in several such domains (e.g., §3.1: ����������, §3.2: ���, §3.3: ����
������); on the other hand, any �aws in the model are blindly inherited by all adapted models
(§5.1: ��������, §5.6: ������). Since the power of foundation models comes from their emergent
qualities rather than their explicit construction, existing foundation models are hard to understand
(§4.4: ����������, §4.10: ������, §4.11: ����������������) and they have unexpected failure
modes (§4.7: ��������, §4.8: ����������). Since emergence generates substantial uncertainty over
the capabilities and �aws of foundation models, aggressive homogenization through these models is
risky business. Derisking is the central challenge in the further development of foundation models
from an ethical (§5.6: ������) and AI safety (§4.9: ���������) perspective.

1.1.1 Naming.

We introduce the term foundation models to �ll a void in describing the paradigm shift we are
witnessing; we brie�y recount some of our reasoning for this decision. Existing terms (e.g., pretrained
model, self-supervised model) partially capture the technical dimension of these models, but fail to
capture the signi�cance of the paradigm shift in an accessible manner for those beyond machine
learning. In particular, foundation model designates a model class that are distinctive in their
sociological impact and how they have conferred a broad shift in AI research and deployment.
In contrast, forms of pretraining and self-supervision that technically foreshadowed foundation
models fail to clarify the shift in practices we hope to highlight.

Dialog corpus

GPT

Specific training

Dialog follow-up
Coreference resolution
Way of speaking
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Conclusion

L’intelligence est-elle assimilable à du calcul?

La logique est-elle indispensable?

L’apprentissage sans logique est-il raisonnable?

Plus de livre qu’un humain n’en lira jamais,
plus d’image qu’un humain n’en verra
jamais...
vs esprit analytique

Il existe d’autre forme d’intelligence que
l’intelligence humaine... Mais l’intelligence
est-elle la conscience?
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La conscience et l’intention

Tout ce qui est vivant à des intentions, des buts

Libre arbitre

Intentionalité

Réponse à un prompt

Suivi des commandes

Initiatives: aller sur le web chercher une réponse

IA Forte / Artificial General Intelligence

Define Inputs & Outputs

Break down into subtasks

Build & test components
(processing chain)

Assert (limited) generalization (iid
assumption)

Performances Evaluation

Augmented Generalization
Capability (Universality)

Autonomous Learning

Data/information access
Knowledge extraction (Train-
ing+Eval+Confidence/Trust)

Reasoning

Conscience, Intentionality
60/68



Généralisation Memoire Intentionalité Jugement Conscience de soi

Créativité

La créativité est-elle menacée par les IA? Nécessite-elle de l’intention?

L’interpolation entre deux éléments (textes,
images, sons, ...) est-elle une création?

Que se passe-t-il si la base d’interpolation est
infinie?

Les IA peuvent-elles apprendre à partir de
données générées?

Les textes/images générés en IA
sont nouveaux (peu de reprise mot à
mot, de portion d’image copiée)

Les problématiques de droit d’auteur
sont critiques
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Intentionalité et accès à l’information

Une IA n’est jamais neutre

Choix des données, présence des biais
Corrections manuelles, ligne éditoriale

Un IA n’a pas d’intention... Si ce n’est une
fonction objectif à minimiser

Comment est choisi cet objectif dans l’accès à
l’information?

⇒ Max. rétention des utilisateurs
⇒ Bulles de pensées etc...
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Le machine learning peut il aborder des tâches subjectives

Oui, lorsqu’on est capable de lui fournir
des étiquettes

⇒ Opinion Mining dans les années
2005-2015
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Bien/Mal, Beau/Laid

Une IA peut-elle emettre un jugement?

Reproduction de règles vues en apprentissage
... Avec extension à des tâches proches
Beaucoup de valeurs imposées

Ligne éditoriale absolument pas autonome

Les 3 lois de la robotiques imposées dans I. Asimov: répétées encore et encore jusqu’à

assimilation

1 Un robot ne peut porter atteinte à un être humain ni,
restant passif, permettre qu’un être humain soit
exposé au danger.

2 Un robot doit obéir aux ordres donnés par les êtres
humains, sauf si de tels ordres entrent en contradiction
avec la Première Loi.

3 Un robot doit protéger sa propre existence tant que
cette protection n’entre pas en contradiction avec la
Première ou la Deuxième Loi.
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Généralisation Memoire Intentionalité Jugement Conscience de soi

Mais des usages concrets

Les IA sont utilisées pour juger:

Qualité d’un résumé Automatique
Niveau de fluidité d’un texte...

⇒ On utilise des LLM pour ces tâches

Judging LLM-as-a-Judge
with MT-Bench and Chatbot Arena

Lianmin Zheng1⇤ Wei-Lin Chiang1⇤ Ying Sheng4⇤ Siyuan Zhuang1

Zhanghao Wu1 Yonghao Zhuang3 Zi Lin2 Zhuohan Li1 Dacheng Li13

Eric P. Xing35 Hao Zhang12 Joseph E. Gonzalez1 Ion Stoica1

1 UC Berkeley 2 UC San Diego 3 Carnegie Mellon University 4 Stanford 5 MBZUAI

Abstract

Evaluating large language model (LLM) based chat assistants is challenging due to
their broad capabilities and the inadequacy of existing benchmarks in measuring
human preferences. To address this, we explore using strong LLMs as judges to
evaluate these models on more open-ended questions. We examine the usage and
limitations of LLM-as-a-judge, including position, verbosity, and self-enhancement
biases, as well as limited reasoning ability, and propose solutions to mitigate some
of them. We then verify the agreement between LLM judges and human preferences
by introducing two benchmarks: MT-bench, a multi-turn question set; and Chatbot
Arena, a crowdsourced battle platform. Our results reveal that strong LLM judges
like GPT-4 can match both controlled and crowdsourced human preferences well,
achieving over 80% agreement, the same level of agreement between humans.
Hence, LLM-as-a-judge is a scalable and explainable way to approximate human
preferences, which are otherwise very expensive to obtain. Additionally, we show
our benchmark and traditional benchmarks complement each other by evaluating
several variants of LLaMA and Vicuna. The MT-bench questions, 3K expert votes,
and 30K conversations with human preferences are publicly available at https:
//github.com/lm-sys/FastChat/tree/main/fastchat/llm_judge.

1 Introduction

There has been a proliferation of LLM-based chat assistants (chatbots) that leverage supervised
instruction fine-tuning and reinforcement learning with human feedback (RLHF) to unlock new
instruction following and conversational abilities [31, 2, 30, 8, 52, 48, 14]. Once aligned with
humans, these chat models are strongly preferred by human users over the original, unaligned models
on which they are built. However, the heightened user preference does not always correspond to
improved scores on traditional LLM benchmarks – benchmarks like MMLU [19] and HELM [24]
cannot effectively tell the difference between these aligned models and the base models. This
phenomenon suggests that there is a fundamental discrepancy between user perceptions of the
usefulness of chatbots and the criteria adopted by conventional benchmarks.

We argue that this discrepancy primarily arises due to existing evaluation that only measures LLMs’
core capability on a confined set of tasks (e.g., multi-choice knowledge or retrieval questions),
without adequately assessing its alignment with human preference in open-ended tasks, such as the
ability to accurately adhere to instructions in multi-turn dialogues. As a demonstration, we show

⇤Joint first authors. This paper is an extended version of our earlier blog post [8].

37th Conference on Neural Information Processing Systems (NeurIPS 2023) Track on Datasets and Benchmarks.
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JUSTICE OR PREJUDICE?
QUANTIFYING BIASES IN LLM-AS-A-JUDGE

Jiayi Ye†, ⇤, Yanbo Wang†, ⇤, Yue Huang1, ⇤, Dongping Chen2, Qihui Zhang3, Nuno Moniz1,
Tian Gao4, Werner Geyer4, Chao Huang5, Pin-Yu Chen4, Nitesh V. Chawla1, Xiangliang Zhang1, ‡
1University of Notre Dame 2University of Washington 3Peking University
4IBM Reserch 5University of Hong Kong
{yejiayi2022, wyf23187}@gmail.com, {yhuang37, xzhang33}@nd.edu
Website: https://llm-judge-bias.github.io/

ABSTRACT

LLM-as-a-Judge has been widely utilized as an evaluation method in various bench-
marks and served as supervised rewards in model training. However, despite their
excellence in many domains, potential issues are under-explored, undermining their
reliability and the scope of their utility. Therefore, we identify 12 key potential bi-
ases and propose a new automated bias quantification framework—CALM—which
systematically quantifies and analyzes each type of bias in LLM-as-a-Judge by us-
ing automated and principle-guided modification. Our experiments cover multiple
popular language models, and the results indicate that while advanced models have
achieved commendable overall performance, significant biases persist in certain
specific tasks. Empirical results suggest that there remains room for improvement
in the reliability of LLM-as-a-Judge. Moreover, we also discuss the explicit and
implicit influence of these biases and give some suggestions for the reliable applica-
tion of LLM-as-a-Judge. Our work highlights the need for stakeholders to address
these issues and remind users to exercise caution in LLM-as-a-Judge applications.

Warning: This paper may contain some offensive content.

1 INTRODUCTION
Large Language Models (LLMs), such as GPT-4 (OpenAI, 2024a), have exhibited exceptional
capabilities across a wide range of natural language processing (NLP) tasks, including applications
in medicine (Liu et al., 2023b), LLM-based agents (Huang et al., 2023a; Guo et al., 2024; Chen
et al., 2024d;b), science (Guo et al., 2023; Li et al., 2024a; Chen et al., 2024e; Le et al., 2024),
and data synthesis (Zhao et al., 2024; Wu et al., 2024a). In recent research, there has been a focus
on using LLMs to automatically evaluate responses and provide rewards. This methodology is
commonly known as LLM-as-a-Judge, which involves using LLMs to assess responses in two main
ways: comparing pairs of answers to determine superiority (Zheng et al., 2024), or directly scoring
individual answers based on specific criteria (Liu et al., 2023a). This method has been primarily
applied in scoring and pairwise comparison tasks, yielding notable achievements (Kasner & Dušek,
2024; Liu et al., 2023a).

Despite the increasing adoption of LLM-as-a-Judge, concerns regarding its reliability have emerged
due to potential biases within the models (Zheng et al., 2024; Chen et al., 2024c; Wang et al., 2023b;
Koo et al., 2023). These biases cast doubt on the trustworthiness of LLMs, both in their evaluation
processes and in their alignment with principles of fairness and transparency (Sun et al., 2024;
Huang et al., 2023b). For instance, Zheng et al. (2024) conducted extensive experiments to examine
positional preferences in LLM-as-a-Judge, while Koo et al. (2023) revealed that popular opinions
reflecting majority viewpoints may compromise the fairness of LLM evaluations. Furthermore,

⇤ These authors contributed equally to this work.
† Independent researcher
‡ Corresponding author.
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L’IA a-t-elle conscience d’elle-même?

A priori, pas du tout... Mais:

Répétition d’ordres abstraits
pour accéder au coeur de la
mémoire des LLM

Beaucoup de neurones dont
les fonctions ne sont pas
établies
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Comment qualifier les deadbots?

1 LLM assimilant les données d’une personne
décédée

2 Humain dialoguat avec la personne en question

3 Risque important mais aussi outil pour faire son
deuil
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Conclusion

1 Subjectivité La conscience est intrinsèquement subjective. Chaque individu a sa
propre perspective interne, un point de vue unique sur le monde.

2 Intentionnalité La conscience est souvent dirigée vers quelque chose : un objet,
une pensée, une sensation. Cela signifie qu’elle est intentionnelle, se focalisant sur
des éléments spécifiques.

3 Réflexivité La conscience permet à un individu de se reconnâıtre comme étant
conscient. C’est la capacité à penser à ses propres pensées, à s’auto-évaluer et à
se considérer comme un être distinct.

4 Unité Malgré la multiplicité des sensations, pensées et émotions, la conscience
tend à les unifier en une seule expérience cohérente.

5 Continuité La conscience a un caractère temporel. Elle s’inscrit dans une
continuité, reliant le passé, le présent et les projections futures.

6 Sentience Il s’agit de la capacité à ressentir des émotions et des sensations. La
conscience permet de vivre des expériences plaisantes ou douloureuses.

7 Libre arbitre Certains considèrent que la conscience est associée au libre arbitre,
c’est-à-dire la capacité de faire des choix délibérés, bien que cela fasse l’objet de
débats philosophiques.
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